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Chapter 1
Introduction

The acquisition of the geometry description of a dynamic scene has always been a very challenging task which required state-of-the-art technology and instrumentation only affordable by research labs or major companies until not too long ago. The recent arrival on the market of matricial Time-of-Flight range cameras (or simply ToF cameras in this book) and the even more recent introduction of the Microsoft Kinect™ range camera (or simply Kinect in the sequel), accompanied by massive sales of this product, has made widely available depth data streams at video rate of generic still or dynamic scenes. A truly amazing possibility considering that until now streaming at such rates was possible only with standard image sequences. In the computer graphics, computer vision and image processing communities a large interest arose for these devices and questions of the following kind have become common: “What is a ToF camera?”, “How does the Kinect™ work?”, “Are there ways to improve the low resolution and high noise characteristics of ToF cameras data?”, “How far can I go with the depth data provided by a 150 Euros Kinect™ with respect to those provided by a few thousand Euros ToF camera?”. The motivation of this book can be summarized by saying that it tries to address this kind of questions from a data user (and not from a device technology developer) point of view.

This book firstly describes the technology behind ToF cameras and the Kinect™ and then focuses on how to make the best from the data produced by ToF cameras and Kinect™, i.e., on the data processing methods best suited to depth data. The depth nature of the data is used as a leverage to present approaches as much device-independent as possible. In this sense the book refers as often as possible to depth cameras and it makes the distinction between ToF cameras and Kinect™ only when necessary.

The book perspective centered on the depth nature of the data, rather than on the devices, gives a common framework not only suited to both ToF and Kinect™ current data, but also ready to be applied to the new devices of these families that will reach the market in the next years.

Although ToF cameras and Kinect™ as depth cameras, i.e, as providers of depth data, are functionally equivalent, it is also important to remember that there exist
fundamental technological differences between them which cannot be ignored. The synopsis of distance measurement methods of Figure 1.1, derived from [1], offers a good framework to introduce such differences. For the purposes of this book it suffices to note that the reflective optical methods of Figure 1.1 are typically classified into passive and active. Passive range sensing refers to 3D distance measurement by way of radiation (typically, but not necessarily, in the visible spectrum) already present in the scene, and stereo-vision systems are a classical example of this family of methods; active sensing refers, instead, to 3D distance measurement obtained by projecting in the scene some form of radiation as made, for instance, by ToF cameras and by light coding systems of which the Kinect™ is a special case.

The operation of ToF cameras and Kinect™ involves a number of different concepts about ToF sensors, imaging systems and computer vision recalled in the next two sections of this chapter in order to equip the reader with the notions needed for the remainder of the book. The next two sections can be safely skipped by readers already acquainted with ToF technology and active triangulation. The depth or distance measurements taken by the systems of Figure 1.1 can be typically converted into depth maps, i.e., data with each spatial coordinate \((x, y)\) associated to depth information \(z\), and the depth maps can be combined into full all-around 3D models [2].

Fig. 1.1 Taxonomy of distance measurement methods (derived from [1]).
A point-wise ToF sensor estimates its radial distance from a scene point by the Time-of-Flight or RADAR (Radio Detection And Ranging) principle. In simple words, since the electro-magnetic radiation travels in the air at light speed \( c \approx 3 \times 10^8 \text{[m/s]} \), the distance \( \rho \) covered at time \( \tau \) by an optical radiation is \( \rho = c\tau \). Figure 1.2 shows the typical ToF measurement scheme: the radiation emitted at time 0 by the ToF sensor transmitter on the left travels straight towards the scene for a distance \( \rho \), it is then reflected back by the scene surface, it travels back again for a distance \( \rho \) and at time \( \tau \) it reaches the ToF sensor receiver, ideally co-positioned with the transmitter. Since at time \( \tau \) the path length covered by the radiation is \( 2\rho \), the relationship between \( \rho \) and \( \tau \) in this case is

\[
\rho = \frac{c\tau}{2}
\]  

which is the basis of ToF cameras distance measurements.

In order to measure scene surfaces rather than scene points, a number of distance measurement systems mount a point-wise ToF sensor on a scene scanning mechanism. It is rather typical moving the ToF sensor along a linear support, as in the case of air-bone land surveillance LIDARs (Light Detection And Ranging) systems, or along a vertical linear support placed on a rotating platform, with consequent motion both in vertical and horizontal directions, as in the case of the scan-systems used for topographic or architectural surveys (e.g., [3, 4, 5, 6]). Since any time-sequential scanning mechanism takes some time in order to scan a scene, such systems are intrinsically unsuited to acquire dynamic scenes, i.e., scenes with moving objects. Differently from the systems which acquire the scene geometry by a point-wise ToF sensor mounted on time-sequential scanning mechanisms, matricial ToF cameras estimate the scene geometry in a single shot by a matrix of \( N_R \times N_C \) ToF sensors (where \( N_R \) is the number of matrix rows and \( N_C \) the number of columns) each one independently but simultaneously measuring the distance of a scene point in front of them. ToF cameras deliver depth maps at video rates, or measurement matrices with entries giving the distance between the matrix pixel and the corresponding scene.

Fig. 1.2 ToF operating principle.
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point.

In spite of the conceptual simplicity of relationship (1.1), its implementation hides tremendous technological challenges because it involves the light speed. For example, since according to (1.1) it takes $5 \, [\text{ps}]$ to cover a $1 \, [\text{mm}]$ path, distance measurements of nominal distance resolution of $1 \, [\text{mm}]$ need a clock capable to measure $5 \, [\text{ps}]$ time steps. The implementation of this type of devices and their integration into matricial configurations are fundamental issues of current ToF systems development. Different clock technology choices lead to different ToF cameras types. The most common choices are the continuous wave (CW) intensity modulation approach introduced in [7], the optical shutter (OS) approach of [8, 9] and the single-photon avalanche diodes (SPAD) approach [10]. Since all the commercial solutions of [11, 12, 13] are based on CW-ToF technology, this book focuses only on this technology, which is presented in detail in Chapter 2. An exhaustive review of the state-of-the-art in ToF technology can be found in [14].

1.2 Basics of imaging systems and Kinect™ operation

The Kinect™ is a special case of 3D acquisition systems based on light coding. Understanding its operation requires a number of preliminary notions, such as the concepts of pin-hole camera model, camera projection matrix and triangulation, which are given in the next section. The technology behind the Kinect™ will then be described in detail in Chapter 3.

1.2.1 Pin-hole camera model

Consider a 3D reference system (with axes $x$, $y$ and $z$), called Camera Coordinates System (CCS), with origin at $O$, called center of projection, and a plane parallel to the $(x,y)$-plane intersecting the $z$-axis at negative $z$-coordinate $f$, called sensor or image plane $S$ as shown in Figure 1.3. The axis orientations follow the so-called right-hand convention. Consider also a 2D reference system

$$u = x + c_x$$
$$v = y + c_y$$

associated to the sensor, called S-2D reference system, oriented as shown in Figure 1.3 a. The intersection $c$ of the $z$-axis with the sensor plane has coordinates $c = [u = c_x, v = c_y]^T$. The set of sensor points $p$, called pixels, of coordinates $p = [u, v]^T$ obtained from the intersection of the rays connecting the center of projection $O$ with all the 3D scene points $P$ with coordinates $P = [x, y, z]^T$ is the scene footprint on the sensor $S$. The relationship between $P$ and $p$, called central or perspective projection, can be readily shown by triangles similarity (see Figure 1.3 b and c) to be
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Fig. 1.3 Perspective projection: a) scene point \( P \) is projected to sensor pixel \( p \); b) horizontal section of a); c) vertical section of a).

\[
\begin{align*}
\frac{u - c_x}{f} &= \frac{x}{z} \\
\frac{v - c_y}{f} &= \frac{y}{z}
\end{align*}
\]
6.1 Introduction

\[
\begin{align*}
\begin{cases}
u - c_x &= f \frac{u}{z} \\
v - c_y &= f \frac{v}{z}
\end{cases}
\end{align*}
\]

(1.4)

where the distance \(|f|\) between the sensor plane and the center of projection \(O\) is typically called focal length. In the adopted notation \(f\) is the negative coordinate of the location of the sensor plane with respect to the \(z\)-axis. The reader should be aware that other books adopt a different notation, where \(f\) denotes the focal length, hence it is a positive number and the \(z\) coordinate of the sensor plane is denoted as \(-f\).

Perspective projection (1.4) is a good description of the geometrical relationship between the coordinates of the scene points and those of an image of them obtained by a pin-hole imaging device with pin-hole positioned at center of projection \(O\). Such a system allows a single light ray to go throughout the pin-hole at \(O\). For a number of reasons in imaging systems it is more practical to use optics, i.e., suitable sets of lenses, instead of pin-holes. Quite remarkably the ideal model of an optics, called thin-lens model, maintains relationship (1.4) between the coordinates of \(P\) and of \(p\) if the lens optical center (or nodal point) is in \(O\) and the lens optical axis, i.e., the line orthogonally intersecting the lens at its nodal point, is orthogonal to the sensor. If a thin lens replaces a pin-hole in Fig. 1.3 c, the optical axis coincides with the \(z\)-axis of the CCS.

1.2.2 Intrinsic and extrinsic camera parameters

Projective geometry associates to each 2D point \(p\) with Cartesian coordinates \(p = [u, v]^T\) of a plane a 3D representation, called homogeneous coordinates \(\tilde{p} = [hu, hv, h]^T\), where \(h\) is any real constant. The usage of \(h = 1\) is rather common and \([u, v, 1]^T\) is often called the extended vector of \(p\) \([15]\). The coordinates of \(p = [u, v]^T\) can be obtained from those of \(\tilde{p} = [hu, hv, h]^T\) dividing them by the third coordinate \(h\). Vector \(\tilde{p}\) can be interpreted as the 3D ray connecting the sensor point \(p\) with the center of projection \(O\).

In a similar way each 3D point \(P\) with Cartesian coordinates \(P = [x, y, z]^T\) can be represented in homogeneous coordinates by a 4D vector \(\tilde{P} = [hx, hy, hz, h]^T\) where \(h\) is any real constant. Vector \([x, y, z, 1]^T\) is often called the extended vector of \(P\). The coordinates of \(P = [x, y, z]^T\) can be obtained from \(P = [hx, hy, hz, h]^T\) dividing them by the fourth coordinate \(h\). An introduction to projective geometry suitable to its computer vision applications can be found in [16].

The homogeneous coordinates representation of \(p\) allows to rewrite non-linear relationship (1.4) in a convenient matrix form, namely:

\[
\begin{bmatrix}
u \\ v \\ 1
\end{bmatrix} =
\begin{bmatrix}
f & 0 & c_x \\ 0 & f & c_y \\ 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x \\ y \\ z
\end{bmatrix}
\]

(1.5)
Note that the left side of (1.5) represents \( p \) in 2D homogeneous coordinates but the right side of (1.5) represents \( P \) in 3D cartesian coordinates. It is straightforward to add a column with all 0 entries at the right of the matrix in order to represent \( P \) in homogeneous coordinates too. This latter representation is more common than (1.5), which nevertheless is often adopted [15] for its simplicity.

Digital sensor devices are typically planar matrices of rectangular sensor cells hosting photoelectric conversion systems in CMOS or CCD technology in the case of photo-cameras or video-cameras or single ToF receivers in the case of ToF cameras, as explained in the next chapter. Customarily they are modeled as a rectangular lattice \( \Lambda_S \) with horizontal and vertical step-size \( k_u \) and \( k_v \) respectively as shown in Figure 1.4 a.

Given the finite sensor size, only a rectangular window of \( \Lambda_S \) made by \( N_C \) columns and \( N_R \) rows is of interest for imaging purposes. In order to deal with normalized lattices with origin at \( (0,0) \) and unitary pixel coordinates \( u_S \in [0,...,N_C-1] \) and \( v_S \in [0,...,N_R-1] \) in both \( u \) and \( v \) direction, relationship (1.5) is replaced by

\[
\begin{bmatrix}
  u \\
  v \\
  1
\end{bmatrix}
= K
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix}
\]  

(1.6)

where \( K \) is the intrinsic parameters matrix defined as

\[
K = \begin{bmatrix}
  f_x & 0 & c_x \\
  0 & f_y & c_y \\
  0 & 0 & 1
\end{bmatrix}
\]  

(1.7)

with \( f_x = f k_u \) the \( x \)-axis focal length of the optics, \( f_y = f k_v \) the \( y \)-axis focal length of the optics, \( c_x \) and \( c_y \) the \((u,v)\) coordinates of the intersection of the optical axis with the sensor plane. All these quantities are expressed in [pixel], i.e., since \( f \) is in [mm], \( k_u \) and \( k_v \) are assumed to be [pixel]/[mm].

In many practical situations it is convenient to represent the 3D scene points not
with respect to the CCS, but with respect to a different easily accessible reference system conventionally called World Coordinate System (WCS), in which a scene point denoted as \( P_W \) has coordinates \( P_W = [x_W, y_W, z_W]^T \). The relationship between the representation of a scene point with respect to the CCS, denoted as \( P \), and its representation with respect to the WCS, denoted as \( P_W \) is

\[
\mathbf{P} = R \mathbf{P}_W + \mathbf{t} \quad (1.8)
\]

where \( R \) and \( \mathbf{t} \) are a suitable rotation matrix and translation vector respectively. By representing \( P_W \) at the right side in homogeneous coordinates \( \tilde{\mathbf{P}}_W = [h x_W, h y_W, h z_W, h]^T \) and choosing \( h = 1 \), relationship (1.8) can be rewritten as

\[
\mathbf{P} = [R \; \mathbf{t}] \tilde{\mathbf{P}}_W \quad (1.9)
\]

In this case the relationship between a scene point represented in homogeneous coordinates with respect to the WCS and its corresponding pixel in homogeneous coordinates too, from (1.6) becomes

\[
z \begin{bmatrix}
  u \\
  v \\
  1
\end{bmatrix} = K \mathbf{P} = K [R \; \mathbf{t}] \tilde{\mathbf{P}}_W = M \tilde{\mathbf{P}}_W = M \begin{bmatrix}
  x_W \\
  y_W \\
  z_W \\
  1
\end{bmatrix} \quad (1.10)
\]

where the \( 3 \times 4 \) matrix

\[
M = K [R \; \mathbf{t}] \quad (1.11)
\]

is called projection matrix. Matrix \( M \) depends on the intrinsic parameters matrix \( K \) and on the extrinsic parameters \( R \) and \( \mathbf{t} \) of the imaging system.

As a consequence of distortions and aberrations of real optics, the coordinates \( \hat{\mathbf{P}} = (\hat{u}, \hat{v}) \) of the pixel actually associated to scene point \( P \) with coordinates \( \mathbf{P} = [x, y, z]^T \) in the CCS system do not satisfy relationship (1.6). The correct pixel coordinates \((u, v)\) of (1.6) can be obtained from the distorted coordinates \((\hat{u}, \hat{v})\) actually measured by the imaging system by inverting suitable distortion models, i.e., as \( \mathbf{p}_T = \Psi^{-1}(\hat{\mathbf{p}}_T) \), where \( \Psi(\cdot) \) denotes the distortion transformation. Anti-distortion model (1.12), also called Heikkila model, has become popular since it is adequate for the distortions of most imaging systems and there are effective methods for computing its parameters [17]:

\[
\begin{bmatrix}
  u \\
  v
\end{bmatrix} = \Psi^{-1}(\hat{\mathbf{p}}_T) = \begin{bmatrix}
  \hat{u}(1+k_1 r^2+k_2 r^4+k_3 r^6) + 2 d_1 \hat{v} + d_2 (r^2 + 2 \hat{u}^2) \\
  \hat{v}(1+k_1 r^2+k_2 r^4+k_3 r^6) + d_1 (r^2 + 2 \hat{v}^2) + 2 d_2 \hat{u}
\end{bmatrix} \quad (1.12)
\]

where \( r = \sqrt{(\hat{u}-c_x)^2+(\hat{v}-c_y)^2} \), parameters \( k_i \) with \( i = 1, 2, 3 \) are constants accounting for radial distortion and \( d_i \) with \( i = 1, 2 \) for tangential distortion. A number of other more complex models, e.g. [18], are also available. Distortion parameters
are intrinsic parameters to be considered together with \([f, k_u, k_v, c_x, c_y]\).

The estimation of intrinsic and extrinsic parameters of an imaging system is called geometrical calibration as discussed in Chapter 4. Suitable tools for this task are given by [19] and [20].

### 1.2.3 Stereo vision systems

A stereo vision (or just stereo) system is made by two standard (typically identical) cameras partially framing the same scene. Such a system can always be calibrated and rectified [15]. It then becomes equivalent to a stereo vision system made by two (identical) standard cameras with coplanar and aligned imaging sensors and parallel optical axis. Chapter 4 reports about popular calibration and rectification procedures. The theory behind them, known as epipolar geometry, can be found in classical computer vision books such as [15, 16].

Let us introduce next the minimal stereo vision notation. The two cameras of the (calibrated and rectified) stereo vision system \(S\) are the left camera \(L\) (also called reference camera) and the right camera \(R\) (also called target camera). Each camera, as seen above, has its own 3D CCS and 2D reference systems as shown in Figure 1.5. Namely the \(L\) camera has CCS with coordinates \((x_L, y_L, z_L)\), also called \(L\)-3D reference system, and a 2D reference system with coordinates \((u_L, v_L)\). The \(R\) camera has CCS with coordinates \((x_R, y_R, z_R)\), also called \(R\)-3D reference system, and a 2D reference system with coordinates \((u_R, v_R)\). A common convention is to consider the \(L\)-3D reference system as the reference system of the stereo vision system, and to denote it as \(S\)-3D reference system.

In the case of a calibrated and rectified stereo vision system, a 3D point \(P\) with coordinates \(P = [x, y, z]^T\) with respect to the \(S\)-3D reference system is projected to the pixels \(p_L\) and \(p_R\) of the \(L\) and \(R\) cameras with coordinates \(p_L = [u_L, v_L]^T\) and \(p_R = [u_R = u_L - d, v_R = v_L]^T\) respectively as shown in Figure 1.6. From the relationships concerning the triangle with vertices at \(p_R\), \(P\) and \(p_L\), it can be shown that
in a rectified setup, where points \( p_L \) and \( p_R \) have the same vertical coordinates, the difference between their horizontal coordinates \( d = u_L - u_R \), called disparity, is inversely proportional to the depth value \( z \) of \( P \) through the well-known triangulation relationship

\[
z = \frac{b |f|}{d} \tag{1.14}
\]

The reader interested in the derivation of Equation 1.14 is referred to [15, 16]. In (1.14) \( b \) is the baseline, i.e., the distance between the origins of the \( L \)-3D and the \( R \)-3D reference systems, and \( |f| \) is the focal length of both cameras. Pixels \( p_L \) and \( p_R \) are called conjugate. From the 2D coordinates of \( p_L \) and the associated depth \( z \) obtained from (1.14), the coordinates \( x \) and \( y \) of the corresponding 3D point \( P \) represented with respect to the CCS can be computed by inverting projection equation (1.6) relatively to camera \( L \), i.e.:

\[
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} = K^{-1}_L \begin{bmatrix} u_L \\ v_L \\ 1 \end{bmatrix} z 
\tag{1.15}
\]

where \( K^{-1}_L \) is the inverse of the rectified intrinsic parameters matrix (1.7) of camera \( L \). Therefore, once a couple of conjugate pixels \( p_L \) and \( p_R \) of a stereo image pair becomes available, from them the 3D coordinates \( P = [x, y, z]^T \) of a scene point \( P \) can be computed from (1.14) and (1.15), usually called triangulation or computational stereopsis.

The availability of a pair of conjugate pixels is a tricky part of the above procedure, first of all because such a pair may not exist because of occlusions and even if it exists it may not be straightforward finding it. Detecting conjugate pixels between the stereo image pair, typically called the correspondence problem, is one of the major challenges of a stereo vision algorithm. The methods proposed for this task are typically divided in local and global approaches. Local methods consider only local similarity measures between the region surrounding \( p_L \) and regions of similar shape around all the candidate conjugate points \( p_R \) of the same row. The selected conjugate point is the one maximizing the similarity measure, a method typically called Winner Takes All (WTA) strategy. Global methods do not consider each couple of points on its own but estimate all the disparity values at once exploiting global optimization schemes. Global methods based on Bayesian formulations are currently receiving great attention. Such techniques generally model the scene as a Markov random field (MRF) and include within a unique framework cues coming from the local comparisons between the two images and scene depth smoothness constraints. Global stereo vision algorithms typically estimate the disparity image by minimizing a cost function made by a data term representing the cost of local matches, similar to the one of local algorithms (e.g., covariance) and a smoothness term defining the smoothness level of the disparity image by explicitly or implicitly accounting for discontinuities [15].

Although specific algorithms may have a considerable impact on the solution of the correspondence problem, the ultimate quality of 3D stereo reconstruction
inevitably depends also on scene characteristics. This can be readily realized con-
sidering the case of a scene without geometric or color features, such as a straight
wall of uniform color. The stereo images of such a scene will be uniform, and since
no corresponding pixels can be obtained from them, no depth information about the
scene can be obtained by triangulation. Active triangulation used in the so called
light coding systems introduced next, offers an effective way to cope with the corre-
spondence problem issues.

1.2.4 Light coding systems

Equation (1.14) derives from the relationships concerning the triangles in Figure
1.6. The fact that $p_L$ and $p_R$ in standard stereo systems are due to the light reflected
by $P$ towards the two cameras is secondary. The main point is the triangle geometry
between rays $Pp_L, Pp_R$ and $p_Lp_R$. In this perspective inspired by a projective geo-
metry point of view, in which image points are equivalent to rays exiting two centers
of projection, any device capable of projecting rays between its center of projection
and the scene points can be considered functionally equivalent to a standard camera. This is the case of light projectors, since any light ray emitted by them connects their center of projection to the scene point \( P \) by the light pattern pixel \( p_A \) projected to \( P \), as shown in Figure 1.7.

A stereo vision system where one of the two cameras is replaced by a projector, i.e., made by a camera \( C \) and a projector \( A \) as shown in Figure 1.7, is called active or light coding system. Camera \( C \) has CCS system with coordinates \((x_C, y_C, z_C)\) also called \( C\)-3D reference system and a 2D reference system with coordinates \((u_C, v_C)\) as shown in Figure 1.7. Projector \( A \) similarly has CCS with coordinates \((x_A, y_A, z_A)\) also called \( A\)-3D reference system and a 2D reference system with coordinates \((u_A, v_A)\).

As in the case of standard passive stereo systems, active systems of the type shown in Figure 1.7 can be calibrated and rectified [21] in order to simplify the depth estimation process.

Figure 1.7 shows the projection of light pattern pixel \( p_A \) with coordinates \( p_A = [u_A, v_A]^T \) in the \( A\)-2D reference system to 3D scene point \( P \) with coordinates \( P = [x, y, z]^T \) in the \( C\)-3D reference system. If \( P \) is not occluded it projects the light radiant power received by the projector to pixel \( p_C \) of camera \( C \) establishing triangle \( p_CPp_A \). If the active system is calibrated and rectified, \( p_C \) has coordinates \( p_C = [u_C = u_A + d, v_C = v_A] \). As in the case of standard stereo systems, since \( p_A \) and \( p_C \) are conjugate points, once their coordinates are known the depth \( z \) of \( P \) can be computed from (1.14), which in this case is called active triangulation since \( A \) is an active system, and the 3D coordinates of \( P \) can be computed from (1.15) as above.

The effectiveness of active systems with respect to the correspondence problem

![Fig. 1.7 Active triangulation by a system made by a camera C (blue) and a light projector A (green).](image_url)
can be easily appreciated in the previously considered example of a straight wall of uniform color. In this case the light pattern pixel \( p_A \) of the projector “colors” with its radiant power the scene point \( P \) to which it projects. In this way the pixel \( p_C \) of the camera \( C \) where \( P \) is projected (obviously in presence of a straight wall there are not occlusions) receives from \( P \) the “color” of \( p_A \) and becomes recognizable among its neighboring pixels. In this case conjugate points \( p_A \) and \( p_C \) exist and can also be easily detected by adopting suitable light patterns [21].

Light coding systems can therefore provide depth information also in case of scenes without geometry and color features where standard stereo systems fail to give any depth data.

The characteristics of the projected patterns are fundamental for the correspondence problem solution and the overall system performance and their study attracted a lot of attention. The projection of sequences of various tens of light patterns was typical of early light coding methods and this limited the range of measurable distances and their usage to still scenes. This type of systems were and continue to be the common choice for 3D modeling of still scenes. For the 3D modeling methods used in this field see for instance [2, 22]. In general, active techniques are recognized to be more expensive and slower than passive methods but way more accurate and robust than them. In order to measure distances of dynamic scenes, i.e., scenes with moving objects, subsequent light coding methods focused on reducing the number of projected patterns to few units or to a single pattern, e.g., [23, 24, 25]. The Kinect™ belongs to this last family of methods as seen in greater detail in Chapter 3.

### 1.3 Plan of the book

This introduction motivates the book and provides the basics for understanding the ToF sensors and the imaging systems behind light coding systems and Kinect™.

The two subsequent chapters are devoted to the operation principles of ToF cameras and Kinect™, both because they are not yet widely known and also because this helps understanding the general characteristics of their data (e.g., the high noise and limited resolution typical of current ToF camera data or the strong edge-artifacts of current Kinect™ data).

Chapter 2 describes the continuous wave ToF sensors operation, their practical issues and the projection aspects of ToF cameras, i.e., of the imaging systems supporting such sensors. Chapter 3 considers the operation of Kinect™ and the artifacts typical of its depth measurements.

Given the relatively short life-time of matricial ToF cameras and Kinect™ technologies it cannot come as a surprise that the current quality of their depth data may not be comparable with that of the images provided by today’s photo-cameras or video-cameras (simply called standard cameras in the sequel). In front of the high quality/price ratio offered by image and video technology, the idea of combining low-resolution and high noise depth data with high resolution and low-noise images
is rather intriguing. The interest is both of the conceptual nature for its methodo-
logical implications and of the practical nature for the substantial depth data improve-
ments at very low costs this synergy promises. The second part of this book focuses
on the data processing methods suited to depth information and to the combination
of this information with standard images and video streams.

Clearly the effective joint usage of depth and color data streams requires first
the calibration of all the deployed acquisition devices and their accurate registra-
tion. This is a fundamental and delicate issue, addressed in Chapter 4. Chapter 4
considers first the calibration of the single devices (standard cameras, ToF cameras,
Kinect) and then the joint calibration between a ToF camera or Kinect™ and one
or more standard cameras.

Chapter 5 presents methods for improving the characteristics of an original depth
data stream, such as spatial resolution, depth resolution accuracy, signal-to-noise ra-
tio, edge-artifacts and similar with the assistance of one or two standard cameras.
In particular improving the spatial resolution of depth data (operation typically re-
ferred as super-resolution) is of special interest since one of the major drawbacks of
the data currently produced by ToF cameras is their low spatial resolution. Super-
resolution can be obtained just by pairing a depth camera with a single standard
camera, which is a setup extremely interesting for its simplicity and inexpensive-
ness. The super-resolution processing techniques used for depth data often extend
methods originally proposed for images by suitably taking into account, together
with the high resolution color stream, the depth nature of the considered data, which
is rather different from the radiometric intensity nature of images. Data fusion refers
to the more general task of synergically combining two or more depth descriptions
of the same scene captured by different systems operating synchronously but inde-
pendently with the purpose of delivering a unique output stream with characteristics
(e.g., resolution accuracy, signal-to-noise ratio, edge-artifacts and similar) improved
with respect to those of the original inputs. The data fusion procedures introduced
in Chapter 5 concern setups made by a depth camera and a pair of standard cameras,
i.e., concern a depth data stream coming from a depth camera and another one coming
from a stereo vision algorithm fed by the two standard cameras. A major point of
interest of this approach is the vast variety of stereo vision techniques available for
this application, each one contributing different cost/performance characteristics.

The last chapter of this book presents an example of application where depth
data can be a major asset: scene segmentation, or the recognition of the regions cor-
responding to the different scene objects. This is a classical problem traditionally
dealt by way of images. Unfortunately this approach, called image segmentation, is
an ill-posed problem, not completely solved after decades of research. The use of
depth together with color can drastically simplify the segmentation task and deliver
segmentation tools based on combined depth and color information which outper-
form the segmentation techniques based on a single cue only (either depth or color).
This fact has received special attention in video-matting, a strictly related applica-
tion (namely the separation of foreground objects from the background) widely used
in the film-making industry.
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Chapter 2
CW Matricial Time-of-Flight Range Cameras

Matricial Time-of-Flight range cameras (simply ToF cameras in this book) are active sensors capable to acquire the three-dimensional geometry of the framed scene at video rate (up to 50 [$fps$]). Commercial products are currently available from independent manufacturers, such as MESA Imaging [1] (Figure 2.1), PMD Technologies [2] and Optrima SoftKinetic [3]. Microsoft [4] is another major actor in the ToF camera technology arena since at the end of 2010 it acquired Canesta, a U.S. ToF camera manufacturer. Other companies (e.g., Panasonic [5] and IEE [6]) and research institutions (e.g., CSEM [7] and Fondazione Bruno Kessler [8]) are also working on ToF cameras.

Fig. 2.1 Example of commercial ToF camera: MESA Imaging SR4000™.

As anticipated in Section 1.1, this chapter examines the continuous wave ToF technology, the one adopted in the sensors of all the current commercial products. Section 2.1 presents the operating principles of such technology and Section 2.2 the practical issues at the basis of its performance limits and noise characteristics. The characteristics of ToF cameras, i.e., of the imaging system supporting ToF sensors, are considered in Section 2.3. Section 2.4 has the conclusion and the further reading.
2.1 CW ToF sensors: operation principles

According to the scheme of Figure 1.2, continuous wave ToF cameras send towards the scene an infra-red (IR) optical signal $s_E(t)$ of amplitude $A_E$ modulated by a sinusoid of frequency $f_{mod}$, namely

$$s_E(t) = A_E[1 + \sin(2\pi f_{mod}t)]$$  \hspace{1cm} (2.1)

Signal $s_E(t)$ is reflected back by the scene surface and travels back towards a receiver co-positioned with the emitter. The signal reaching the receiver, because of the energy absorption generally associated to the reflection, because of free-path propagation attenuation (proportional to the square of the distance) and because of the non-instantaneous propagation of IR optical signals leading to a phase delay $\Delta \phi$, can be written as

$$s_R(t) = A_R[1 + \sin(2\pi f_{mod}t + \Delta \phi)] + B_R$$  \hspace{1cm} (2.2)

where $A_R$ is the attenuated amplitude of the received signal and $B_R$ is the interfering radiation at the IR wavelength of the emitted signal reaching the receiver. Figure 2.2 shows an example of emitted and received signals. Quantity $A_R$ (from now denoted by $A$) is called amplitude, since it is the amplitude of the useful signal. Quantity $A_R + B_R$ (from now denoted by $B$) is called intensity or offset, and it is the average$^1$ of the received signal (with a component $A_R$ due to the modulation carrier and

---

$^1$ It is common to call $A$ and $B$ amplitude and intensity respectively, even though both $A$ and $B$ are IR radiation amplitudes (measured in $[V]$). $A$ is also the amplitude of the received sinusoidal signal.
an interference component $B_R$ due to background illumination). According to this notation, Equation (2.2) can be rewritten as

$$s_R(t) = A \sin(2\pi f_{\text{mod}} t + \Delta \phi) + B$$

(2.3)

The unknowns of Equation (2.3) are $A$, $B$ and $\Delta \phi$, where $A$ and $B$ as IR radiation amplitudes are measured in volt [V] and $\Delta \phi$ as a phase value is a pure number. The most important unknown is $\Delta \phi$, since CW ToF cameras infer distance $\rho$ from $\Delta \phi$ from (1.1) and (2.2)

$$\Delta \phi = 2\pi f_{\text{mod}} \tau = 2\pi f_{\text{mod}} \frac{2\rho}{c}$$

(2.4)

or equivalently

$$\rho = \frac{c}{4\pi f_{\text{mod}}} \Delta \phi$$

(2.5)

Unknowns $A$ and $B$ as it will be seen are important for SNR considerations.

In order to estimate the unknowns $A$, $B$ and $\Delta \phi$, the receiver samples $s_R(t)$ at least 4 times per period of the modulating signal [9]. For instance, if the modulation frequency is 30 MHz, the received signal must be sampled at least at 120 MHz.

Assuming a sampling frequency $F_S = 4 f_{\text{mod}}$, given the 4 samples per period $s_R^0 = s_R(t = 0)$, $s_R^1 = s_R(t = 1/F_S)$, $s_R^2 = s_R(t = 2/F_S)$ and $s_R^3 = s_R(t = 3/F_S)$, the receiver estimates values $\hat{A}, \hat{B}$ and $\hat{\Delta \phi}$ as

$$\hat{A}, \hat{B}, \hat{\Delta \phi} = \arg \min_{A,B,\Delta \phi} \sum_{n=0}^{3} \left( s_R^n - \left[ A \sin\left( \frac{\pi}{2} n + \Delta \phi \right) + B \right] \right)^2$$

(2.6)

As described in [10] and [11], after some algebraic manipulations from (2.6) one obtains

$$\hat{A} = \sqrt{\frac{(s_R^0 - s_R^2)^2 + (s_R^1 - s_R^3)^2}{2}}$$

(2.7)

$$\hat{B} = \frac{s_R^0 + s_R^1 + s_R^2 + s_R^3}{4}$$

(2.8)

$$\hat{\Delta \phi} = \arctan 2 \left( \frac{s_R^0 - s_R^2, s_R^1 - s_R^3} \right)$$

(2.9)

The final distance estimate $\hat{\rho}$ can be obtained combining (2.5) and (2.9) as

$$\hat{\rho} = \frac{c}{4\pi f_{\text{mod}}} \hat{\Delta \phi}$$

(2.10)

2.2 CW ToF sensors: practical implementation issues

The above derivation highlights the conceptual steps needed to measure the distance $\rho$ of a scene point from a CW ToF sensor, with co-positioned emitter and receiver.
In practice a number of non-idealities, such as phase wrapping, harmonic distortion, noise sources, saturation and motion blur, must be taken into account.

2.2.1 Phase wrapping

The first fundamental limitation of CW ToF sensors comes from the fact that the estimate of $\hat{\Delta \phi}$ is obtained from an arctangent function, which as well-known has codomain $[-\pi/2, \pi/2]$. Therefore the estimates of $\hat{\Delta \phi}$ can only assume values in this interval. Since the physical delays entering the phase shift $\Delta \phi$ of Equation (2.4) can only be positive, it is possible to shift the arctan($\cdot$) codomain to $[0, \pi]$ in order to have a larger interval available for $\hat{\Delta \phi}$. Moreover, the usage of arctan2($\cdot$, $\cdot$) allows to extend the codomain to $[0, 2\pi]$. From Equation (2.10) it is immediate to see that the estimated distances are within range $[0, c^2 f_{\text{mod}}]$. If for instance $f_{\text{mod}} = 30[MHz]$, the interval of measurable distances is $[0 - 5][m]$. Since $\hat{\Delta \phi}$ is estimated modulo $2\pi$ from (2.10) and the distances greater than $c^2 f_{\text{mod}}$ correspond to $\hat{\Delta \phi}$ greater than $2\pi$, they are wrongly estimated. In practice the distance returned by (2.10) corresponds to the remainder of the division between the actual $\Delta \phi$ and $2\pi$, multiplied by $c^2 f_{\text{mod}}$, a well-known phenomenon called phase wrapping since it may be regarded as a periodic wrapping around $2\pi$ of phase values $\hat{\Delta \phi}$. Clearly if $f_{\text{mod}}$ increases, the interval of measurable distances becomes smaller, and vice-versa. Possible solutions to overcome phase wrapping include the usage of multiple modulation frequencies or of non-sinusoidal wave-forms (e.g., chirp wave-forms).

2.2.2 Harmonic distortion

The generation of perfect sinusoids of the needed frequency is not straightforward. In practice [12], actual sinusoids are obtained as low-pass filtered versions of squared wave-forms emitted by LEDs. Moreover, the sampling of the received signal is not ideal, but it takes finite time intervals, as shown in Figure 2.3. The combination of these two factors introduces an harmonic distortion in the estimated phase-shift $\hat{\Delta \phi}$ and consequently in the estimated distance $\hat{\rho}$. Such harmonic distortion leads to a systematic offset component dependent on the measured distance. A metrological characterization of this harmonic distortion effect is reported in [13] and [14]. Figure 2.4 shows that the harmonic distortion offset exhibits a kind of oscillatory behavior which can be up to some tens of centimeters, clearly reducing the accuracy of distance measurements. As reported in Chapter 4, this systematic offset can be fixed by a look-up-table (LUT) correction.
2.2 CW ToF sensors: practical implementation issues

Fig. 2.3 Pictorial illustration of non instantaneous sampling of the received signal $s_R(t)$.

Fig. 2.4 Left: systematic distance measurements offset due to harmonic distortion before compensation (from [13]). Right: systematic distance measurements offset after compensation (courtesy of MESA Imaging).

2.2.3 Photon-shot noise

Because of the light-collecting nature of the receiver, the acquired samples $s^0_R$, $s^1_R$, $s^2_R$ and $s^3_R$ are affected by photon-shot noise, due to dark electron current and photon-generated electron current as reported in [10]. Dark electron current can be reduced by lowering the sensor temperature or by technological improvements. Photon-generated electron current, due to light-collection, cannot be completely eliminated. Photon-shot noise is statistically characterized by a Poisson distribution. Since $\hat{A}$, $\hat{B}$, $\Delta \phi$ and $\hat{\rho}$ are computed directly from the corrupted samples $s^0_R$, $s^1_R$, $s^2_R$ and $s^3_R$, their noise distribution can be computed by propagating the Poisson distribution through Equations (2.7-2.10). A detailed analysis of error and noise propagations can be found in [11].

Quite remarkably the probability density function of the noise affecting estimate
\( \hat{\rho} \) according to [10] and [11] can be approximated by a Gaussian \(^2\) with standard deviation

\[
\sigma_\rho = \frac{c}{4\pi f_{\text{mod}} \sqrt{2}} \sqrt{\frac{B}{A}} \tag{2.11}
\]

Standard deviation (2.11) determines the precision (repeatability) of the distance measurement and it is directly related to \( f_{\text{mod}}, A \) and \( B \). In particular, if the received signal amplitude \( A \) increases, the precision improves. This suggests that the precision improves as the measured distance decreases and the reflectivity of the measured scene point increases.

Equation (2.11) indicates also that as the interference intensity \( B \) of the received signal increases, the precision gets worse. This means that the precision improves as the scene background IR illumination decreases. Note that \( B \) may increase because of two factors: an increment of the received signal amplitude \( A \) or an increment of the background illumination. While in the second case the precision gets worse, in the first case there is an overall precision improvement, given the squared root dependence of \( B \) in (2.11). Finally observe that \( B \) cannot be 0 as it depends on carrier intensity \( A \).

If modulation frequency \( f_{\text{mod}} \) increases the precision improves. The modulation frequency is an important parameter for ToF sensors, since \( f_{\text{mod}} \) is also related to phase wrapping and to the maximum measurable distance. In fact, if \( f_{\text{mod}} \) increases the measurement precision improves, while the maximum measurable distance decreases (and vice-versa). Therefore there is a trade-off between distance precision and range. Since generally \( f_{\text{mod}} \) is a tunable parameter, it can be adapted to the distance precision and range requirements of the specific application.

### 2.2.4 Other noise sources

There are several other noise sources affecting the distance measurements of ToF sensors, namely flicker and a \( kTC \) noise. The receiver amplifier introduces a Gaussian-distributed thermal noise component. Since the amplified signal is quantized in order to be digitally treated, quantization introduces another error source, customarily modeled as random noise. Quantization noise can be controlled by the number of used bits and it is typically neglectable with respect to the other noise sources. All the noise sources, except photon-shot noise, may be reduced by adopting high quality components. A comprehensive description of the various ToF noise sources can be found in [9, 10, 11, 12].

Averaging distance measurements over several periods is a classical provision to

\(^2\) An explicit expression of the Gaussian probability density function mean is not given in [10, 11]. However, the model of [11] provides implicit information about the mean which is a function of both \( A \) and \( B \), and contributes to the distance measurement offset. For calibration purposes the non-zero mean effect can be included in the harmonic distortion.
mitigate the noise effects. If $N$ is the number of periods, the estimated values $\hat{A}$, $\hat{B}$ and $\hat{\Delta \phi}$ become

\[
\hat{A} = \sqrt{\left( \frac{1}{N} \sum_{n=0}^{N-1} s_{4n} - \frac{1}{N} \sum_{n=0}^{N-1} s_{4n+2} \right)^2 + \left( \frac{1}{N} \sum_{n=0}^{N-1} s_{4n+1} - \frac{1}{N} \sum_{n=0}^{N-1} s_{4n+3} \right)^2}
\] (2.12)

\[
\hat{B} = \frac{\sum_{n=0}^{N-1} s_{4n} + \sum_{n=0}^{N-1} s_{4n+1} + \sum_{n=0}^{N-1} s_{4n+2} + \sum_{n=0}^{N-1} s_{4n+3}}{4N}
\] (2.13)

\[
\hat{\Delta \phi} = \arctan 2 \left( \frac{1}{N} \sum_{n=0}^{N-1} s_{4n} - \frac{1}{N} \sum_{n=0}^{N-1} s_{4n+2} \right.
\]
\[
\left. + \frac{1}{N} \sum_{n=0}^{N-1} s_{4n+1} - \frac{1}{N} \sum_{n=0}^{N-1} s_{4n+3} \right)
\] (2.14)

where $s_{4n} = s_R(4n/F_S)$, $s_{4n+1} = s_R((4n + 1)/F_S)$, $s_{4n+2} = s_R((4n + 2)/F_S)$ and $s_{4n+3} = s_R((4n + 3)/F_S)$.

This provision reduces but does not completely eliminate the noise effects. The averaging intervals used in practice are typically between $1[\text{ms}]$ and $100[\text{ms}]$. For instance in case of $f_{\text{mod}} = 30\text{MHz}$, where the modulating sinusoid period is $33.3 \times 10^{-9}[\text{s}]$, the averaging intervals concern a number of modulating sinusoid periods from $3 \times 10^4$ to $3 \times 10^6$. The averaging interval length is generally called integration time, and its proper tuning is very important in ToF measurements. Long integration times lead to good ToF distance measurements repeatability.

### 2.2.5 Saturation and motion blur

Although rather effective against noise, averaging over multiple periods introduces dangerous side effects, such as saturation and motion blur. Saturation occurs when the received photons quantity exceeds the maximum quantity that the receiver can collect. This phenomenon is particularly noticeable in presence of external IR illumination (e.g., direct solar illumination) or in case of highly reflective objects (e.g., specular surfaces). The longer the integration time, the higher is the quantity of collected photons and the most likely is the possibility of saturation. Specific solutions have been developed in order to avoid saturation, i.e., in-pixel background light suppression and automatic integration time setting [12, 10].

Motion blur is another important phenomenon accompanying time averaging. It is caused, as in the case of standard cameras, by the fact that the imaged objects may move during integration time. Time intervals of the order of $1 - 100[\text{ms}]$ make likely objects movement unless the scene is perfectly still. In case of moving objects, the samples entering Equations (2.12 - 2.14) do not concern a specific scene point at subsequent instants as it should be, but different scene points at subsequent instants and expectedly cause distance measurement artifacts. The longer the integration time, the higher the likelihood of motion blur (but better the distance
measurement precision). Integration time is another parameter to set in light of the specific application characteristics, needed for their imaging operation.

2.3 Matricial ToF cameras

Let us recall that the ToF sensors considered so far are single devices made by a single emitter and a co-positioned single receiver. Such an arrangement is only functional to single point distance measurements. The structure of actual ToF cameras is more complex than that of the ideal single ToF sensor cells considered so far, both because of the matrix nature of their ToF sensors and because of the optics needed for their imaging operation.

2.3.1 Matricial ToF sensors

A ToF camera sensor may be conceptually interpreted as a matricial organization of a multitude of single devices, each one made by an emitter and a co-positioned receiver as considered so far. In practice implementations based on a simple juxtaposition of a multitude of the previously considered single-point measurement devices are not feasible. Currently it is not possible to integrate $N_R \times N_C$ emitters and $N_R \times N_C$ receivers in a single chip, especially for high values of $N_R$ and $N_C$ as needed in imaging applications. However, it is not true that each receiver requires a specific co-positioned emitter, instead a single emitter may provide an irradiation that is reflected back by the scene and collected by a multitude of receivers close to each other. Once the receivers are separated from the emitters, the former can be implemented as CCD/CMOS lock-in pixels [9, 10] and integrated in a $N_R \times N_C$ matrix. The lock-in pixels matrix is commonly called ToF camera sensor (or simply sensor), and for example in the case of the MESA Imaging SR4000 it is made by 176 $\times$ 144 lock-in pixels.

The current matricial ToF sensor IR emitters are common LEDs and they cannot be integrated, but can be positioned in a configuration mimicking the presence of a single emitter co-positioned with the center of the receivers matrix, as shown in Figure 2.5 for the case of the MESA Imaging SR4000. Indeed the sum of all the IR signals emitted by this configuration can be considered as a spherical wave emitted by a single emitter, called simulated emitter (Figure 2.5), placed at the center of the emitters constellation.

The fact that the actual emitters arrangement of Figure 2.5 is only an approximation of the non-feasible juxtaposition of single ToF sensor devices with emitter and receiver perfectly co-positioned introduces artifacts, among which a systematic distance measurement offset larger for the closer than for the further scene points. Figure 2.6 shows the actual emitters distribution of the MESA Imaging SR4000.
2.3 Matricial ToF cameras

Fig. 2.5 Scheme of a matricial ToF camera sensor. The CCD/CMOS matrix of lock-in pixels is in red. The emitters (blue) are distributed around the lock-in pixels matrix and mimic a simulated emitter co-positioned with the center of the lock-in pixel matrix (light blue).

Fig. 2.6 The emitters of the MESA Imaging SR4000 are the red LEDs.

2.3.2 ToF Camera imaging characteristics

ToF cameras can be modeled as pin-hole imaging systems since their structure, schematically shown in Figure 2.7, similarly to standard cameras, has two major components, namely the sensor made by a $N_R \times N_C$ matrix of lock-in pixels as explained in Section 2.3.1 and the optics.

ToF cameras, differently from standard cameras, have also a third important component, namely an IR emitters set, typically placed near the optics as shown in Figure 2.7. Figure 2.7 also shows that the IR signal sent by the emitters set travels toward the scene (blue arrow), it is reflected by the different scene portions, it travels back to the camera and through the optics (red arrow) it is finally received by the different lock-in pixels of the ToF sensor. The signaling process shown by Figure 2.7 is the basis of the relationship between the various scene portions and the respective
Fig. 2.7 ToF camera structure and signaling: propagation towards the scene (blue arrow), reflection (from the black surface on the right), back-propagation (red arrow) towards the camera through the optics (green) and reception (red sensor).

sensor pixels.

All the pin-hole imaging system notation and concepts introduced in Section 1.2 apply to ToF cameras. The notation will be used with pedix $T$ in order to recall that it refers to a ToF camera. The CCS of the ToF camera will be called the

Fig. 2.8 2D $T$-reference system (with axes $u_T - v_T$) and 3D $T$-reference system (with axes $x_T - y_T - z_T$).

$3D - T$ reference system. The position of a scene point with respect to the $3D - T$ reference system will be denoted as $P_T$ and its coordinates as $P_T = [x_T, y_T, z_T]^T$. Coordinate $z_T$ of $P_T$ is called the depth of point $P_T$ and the $z_T$-axis is called depth axis. The coordinates of a generic sensor pixel $p_T$ of lattice $\Lambda_T$ with the respect to the 2D-$T$ reference system are represented by vector $p_T = [u_T, v_T]^T$, with $u_T \in [0, ..., N_C]$ and $v_T \in [0, ..., N_R]$. Therefore the relationship between the 3D coordinates $P_T = [x_T, y_T, z_T]^T$ of a scene point $P_T$ and the 2D coordinates $p_T = [u_T, v_T]^T$
of the pixel $p_T$ receiving the IR radiation reflected by $P_T$ is given by the perspective projection equation rewritten next for clarity’s sake

\[
\begin{bmatrix}
  u_T \\
  v_T \\
  1
\end{bmatrix}
= K_T
\begin{bmatrix}
  x_T \\
  y_T \\
  z_T
\end{bmatrix}
\] (2.15)

where the ToF camera intrinsic parameters matrix $K_T$ is defined as in (1.7).

Because of lens distortion, coordinates $p_T = [u_T, v_T]^T$ of (2.15) are related to the coordinates $\hat{p}_T = [\hat{u}_T, \hat{v}_T]^T$ actually measured by the system by a relationship of type $\hat{p}_T = \Psi(p_T)$, where $\Psi(\cdot)$ is a distortion transformation as described in Section 1.2.2. Model (1.12) supported by the camera calibration procedure [15] is widely used also with ToF cameras, as well as other more complex models, e.g., [16].

As already explained, each sensor pixel $p_T$ directly estimates the radial distance $\hat{r}_T$ from its corresponding scene point $P_T$. With minor and neglectable approximation due to the non-perfect localization between emitters, pixel $p_T$ and 3D reference system origin, the measured radial distance $\hat{r}_T$ can be expressed as

\[
\hat{r}_T = \sqrt{\hat{x}_T^2 + \hat{y}_T^2 + \hat{z}_T^2} = \left\| [\hat{x}_T^2, \hat{y}_T^2, \hat{z}_T^2]^T \right\|_2
\] (2.16)

From radial distance $\hat{r}_T$ measured at pixel $p_T$ with distorted coordinates $\hat{p}_T = [\hat{u}_T, \hat{v}_T]^T$ the 3D coordinates of $P_T$ can be computed according to the following steps:

1. Given the lens distortion parameters, estimate the non-distorted 2D coordinates $p_T = [u_T, v_T]^T = \Psi^{-1}(\hat{p}_T)$, where $\Psi^{-1}(\cdot)$ is the inverse of $\Psi(\cdot)$;
2. The value $\hat{z}_T$ can be computed from 2.15 and 2.16 as

\[
\hat{z}_T = \frac{\hat{r}_T}{\left\| K_T^{-1} [u_T, v_T, 1]^T \right\|_2}
\] (2.17)

where $K_T^{-1}$ is the inverse of $K_T$;
3. The values $\hat{x}_T$ and $\hat{y}_T$ can be computed by inverting (2.15), i.e., as

\[
\begin{bmatrix}
  \hat{x}_T \\
  \hat{y}_T \\
  \hat{z}_T
\end{bmatrix}
= K_T^{-1}
\begin{bmatrix}
  u_T \\
  v_T \\
  1
\end{bmatrix}
\] (2.18)

The operation of a ToF camera as imaging system can be summarized as follows. Each ToF camera sensor pixel, at each period of the modulation sinusoid, collects four samples $s_0^R$, $s_1^R$, $s_2^R$ and $s_3^R$ of the IR signal reflected by the scene. Every $N$ periods of the modulation sinusoid, where $N$ is a function of the integration time, each ToF sensor pixel estimates an amplitude value $\hat{A}$, an intensity value $\hat{B}$, a phase value $\hat{\Delta \phi}$, a radial distance value $\hat{r}_T$ and the 3D coordinates $\hat{P}_T = [\hat{x}_T, \hat{y}_T, \hat{z}_T]^T$ of the corresponding scene point.
Since amplitude $\hat{A}$, intensity $\hat{B}$ and depth $\hat{z}$ are estimated at each sensor pixel, ToF cameras handle them in matricial structures, and return them as 2D maps. Therefore a ToF camera, every $N$ periods of the modulation sinusoid (which certainly correspond to several tens of times per second), provides the following types of data:

- **An amplitude map $\hat{A}_T$, i.e.,** a matrix obtained by juxtaposing the amplitudes estimated at all the ToF sensor pixels. It is defined on lattice $A_T$ and its values, expressed in volt $[V]$, belong to the pixel non-saturation interval. Map $\hat{A}_T$ can be modeled as realization of a random field $A_T$ defined on $A_T$, with values (expressed in volt $[V]$) in the pixel non-saturation interval.

- **An intensity map $\hat{B}_T$, i.e.,** a matrix obtained by juxtaposing the intensity values estimated at all the ToF sensor pixels. It is defined on lattice $A_T$ and its values, expressed in volt $[V]$, belong to the pixel non-saturation interval. Map $\hat{B}_T$ can be modeled as realization of a random field $B_T$ defined on $A_T$, with values (expressed in volt $[V]$) in the pixel non-saturation interval.

- **A depth map $\hat{Z}_T$, i.e,** a matrix obtained by juxtaposing the depth values estimated at all the ToF sensor pixels. It is defined on lattice $A_T$ and its values, expressed in $[mm]$, belong to interval $[0, r_{\text{MAX}}]$. Map $\hat{Z}_T$ can be considered as realization of a random field $Z_T$ defined on $A_T$, with values (expressed in $[mm]$) in $[0, r_{\text{MAX}}]$.

By mapping amplitude, intensity and depth values to interval $[0, 1]$ the three maps $\hat{A}_T$, $\hat{B}_T$ and $\hat{Z}_T$ can be represented as images as shown in Figure 2.9 for a sample scene. For the scene of Figure 2.9 images $\hat{A}_T$ and $\hat{B}_T$ are very similar because the scene illumination is rather constant.

![Fig. 2.9 Example of $\hat{A}_T$, $\hat{B}_T$ and $\hat{Z}_T$ (in this order from left to right in the figure).](image)

### 2.3.3 Practical imaging issues

As expected the actual imaging behavior of ToF cameras is more complex than that of a simple pin-hole system and some practical issues must be taken into account.

First of all, it is not true that a sensor pixel is associated to a single scene point, but it is associated to a finite scene area, as shown in Figure 2.10. For this reason, each pixel receives the radiation reflected from all the points of the corresponding
scene area. If the scene area is a flat region with somehow constant reflectivity, the approximation that there is a single scene point associated to the specific pixel does not introduce any artifact. However, if the area crosses a reflectivity discontinuity, the values of $A_T(p_T)$ and $B_T(p_T)$ estimated by the correspondent pixel $p_T$ average somehow its different reflectivity values. A worse effect occurs if the area associated to $p_T$ crosses a depth discontinuity. In this case assume that a portion of the area is at closer depth, called $z_{near}$, and another portion at further depth, called $z_{far}$. The resulting depth estimate $Z_T(p_T)$ is a convex combination of $z_{near}$ and $z_{far}$, where the combination coefficients depend on the percentage of area at $z_{near}$ and at $z_{far}$ respectively reflected on $p_T$. The pixels associated to such depth estimates are commonly called flying pixels. The presence of flying pixels leads to severe depth estimation artifacts, as shown by the example of Figure 2.11.

Multi-path propagation is a major interference in ToF camera imaging. As shown in Figure 2.12, an optical ray (red) incident to a non-specular surface is reflected in multiple directions (green and blue), a phenomenon commonly called scattering. The ideal propagation scenario of Figure 1.2, with co-positioned emitters and receivers, considers only the presence of the green ray of Figure 2.12, i.e., the ray

![Fig. 2.10](image1)

**Fig. 2.10** Finite size scene area (blue) associated to a ToF sensor pixel (red).

![Fig. 2.11](image2)

**Fig. 2.11** An example of flying pixels at the depth edge between object and wall.
back reflected in the direction of the incident ray and disregards the presence of the other (blue) rays. In practical situations, however, the presence of the other rays may not always be neglectable. In particular, the ray specular to the incident ray direction with respect to the surface normal at the incident point (thick blue ray) is generally the reflected ray with greatest radiometric power. All the reflected (blue) rays may first hit others scene points and then travel back to the ToF sensor, affecting therefore the distance measurements of other scene points. For instance, as shown in Figure 2.13, an emitted ray (red) may be firstly reflected by a point surface (A) with a scattering effect. One of the scattered rays (orange) may then be reflected by another scene point (B) and travel back to the ToF sensor. The distance measured by the sensor pixel relative to $B$ is therefore a combination of two paths, namely path to ToF camera - $B$ - ToF camera and path ToF camera-A-B-ToF camera. The coefficients of such a combination depend on the optical amplitude of the respective rays. Since the radial distance of a scene point $P$ from the ToF camera is computed from

![Fig. 2.12 Scattering effect.](image)

![Fig. 2.13 Multi-path phenomenon: the incident ray (red) is reflected in multiple directions (blue and orange rays) by the surface at point $A$. The orange ray reaches then $B$ and travels back to the ToF sensor.](image)
the time-length of the shortest path between \( P \) and the ToF camera, the multi-path effect leads to over-estimate the scene points distances.

Multi-path is one of the major error sources of ToF cameras distance measurements. Since multi-path is scene dependent it is very hard to model. Currently there is no method for its compensation, but there are practical provisions that might alleviate the multi-path effects, as explained in [17].

2.4 Conclusion and further reading

This chapter introduces the basic operation principles of continuous wave ToF sensors. A comprehensive review of current ToF technology, not only of CW type, is given by in [18]. A classical and accurate description of CW ToF operation and technology is given by [9]. In depth analysis of ToF noise sensor sources and practical provisions against noise can be found in [12, 13, 10, 11]. ToF cameras image formation can be approximated by the pinhole model, typical of standard cameras, recalled in Section 1.2. More extensive treatments on topics such as image formation, projective geometry and camera calibration can be found in [19, 20, 15, 16]. More on ToF camera calibration will be seen in Chapter 4.

ToF cameras can be considered as special Multiple Input - Multiple Output (MIMO) communication systems, where the emitters array is the input array and the lock-in matrix of the ToF sensor the output array. This kind of framework in principle would allow to approach multi-path as customarily done in communication systems. However the number of input and output channels of a ToF camera (for the MESA SR4000 there would be 24 input channels, associated to the emitters, and 176 × 144 output channels associated to the lock-in pixels of the sensor) is way superior to the complexity of the MIMO systems used in telecommunications (where the number of inputs and outputs rarely exceeds the 10 units). The current multi-path analysis methods used for MIMO systems cannot be applied to ToF cameras, however the application of communications systems techniques for characterizing ToF cameras operations and improving their performances is an attractive possibility.
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Chapter 3
Microsoft Kinect™ Range Camera

The Microsoft Kinect™ range camera (for simplicity just called Kinect™ in the sequel) is a light-coded range camera capable to estimate the 3D geometry of the acquired scene at 30 fps with VGA (640 × 480) spatial resolution. Besides its light-coded range camera, the Kinect™ also has a color video-camera and an array of microphones. In the context of this book the Kinect™ light-coded range camera is the most interesting component, and the name Kinect™ will be often referred to it rather than to the whole product.

From the functional point of view the Kinect™ range camera is very similar to the ToF cameras introduced in the previous chapter, since they both estimate the 3D geometry of dynamic scenes, but current Kinect™ technology is totally different. The Kinect™ range camera is based on the Primesensor™ chip produced by Primesense [1]. Although the Kinect™ (Figure 3.1) is the most popular consumer electronic product based on such a chip, it is not the only one. Asus X-tion Pro and X-tion Pro Live [2] are other products with a range camera based on the same chip. All these range cameras, as it will be seen, support an IR video-camera and an IR projector projecting on the scene IR light coded patterns in order to obtain a matrixial implementation of the active triangulation principle for estimating scene depth and 3D geometry.

This chapter firstly describes how active triangulation can be implemented in a
matricial form by means of different light coding techniques. The general operation of Kinect™ can be inferred from that of light-coding systems, of which the Kinect™ is a special case, but its implementation details are still undisclosed. Nevertheless some characteristics of its functioning can be derived from its operation as reported by some reverse engineering studies [3, 4].

The practical imaging issues responsible for the Kinect™ error sources and data characteristics are finally considered in the last section of this chapter, as previously done for ToF cameras.

### 3.1 Matricial active triangulation

The Kinect™ range camera has the structure shown in Figure 1.7, reported also in Fig. 3.2, with a camera C and a projector A, and in principle it implements active triangulation. Namely, given a point \( p_C \) in the image acquired by C and its conjugate point \( p_A \) in the pattern projected by A, the depth \( z \) of the 3D point \( P \) associated to \( p_C \) with respect to the \( C \)-3D reference system is computed by active triangulation as described in Section 1.2.4.

In order to use a pattern invisible to human eyes, both projector and camera operate at IR wavelengths. The data made available from the Kinect™ range camera at 30 [fps] are:

- the image acquired by C, that in the Kinect™ case is an IR image called \( I_K \) and it is defined on the lattice \( \Lambda_K \) associated to the C sensor. The axes that identify \( \Lambda_K \) coincide with \( u_C \) and \( v_C \) of Figure 1.7. The values of \( I_K \) belong to interval \( [0, 1] \). Image \( I_K \) can be considered a realization of a random field \( I_K \) defined on \( \Lambda_K \), with values in \( [0, 1] \).
- The estimated disparity map, called \( \hat{D}_K \) is defined on the lattice \( \Lambda_K \) associated to the C sensor. The values of \( \hat{D}_K \) belong to interval \( [d_{\text{min}}, d_{\text{max}}] \), where \( d_{\text{min}} \) and \( d_{\text{max}} \) are the minimum and maximum allowed disparity values. Disparity map \( \hat{D}_K \) can be considered a realization of a random field \( D_K \) defined on \( \Lambda_K \), with values in \( [d_{\text{min}}, d_{\text{max}}] \).
- The estimated depth map computed by applying (1.14) to \( \hat{D}_K \), called \( \hat{Z}_K \) is defined on the lattice \( \Lambda_K \) associated to the C sensor. The values of \( \hat{Z}_K \) belong to the interval \( [z_{\text{min}}, z_{\text{max}}] \), where \( z_{\text{min}} = \frac{b f}{d_{\text{max}}} \) and \( z_{\text{max}} = \frac{b f}{d_{\text{min}}} \) are the minimum and maximum allowed depth values respectively. Depth map \( \hat{Z}_K \) can be considered as a realization of a random field \( Z_K \) defined on \( \Lambda_K \), with values in \( [z_{\text{min}}, z_{\text{max}}] \).

The spatial resolution of \( I_K \), \( \hat{D}_K \) and \( \hat{Z}_K \) is 640 × 480. The minimum measurable depth is 0.5\([m]\) and the nominal maximum depth is 15\([m]\). According to [3], the values of \( b \) and \( f \) are 75\([mm]\) and 585.6\([pxl]\) respectively. Therefore the minimum allowed disparity is 2\([pxl]\) and the maximum is 88\([pxl]\). Figure 3.3 shows an example of \( I_K \), \( \hat{D}_K \) and \( \hat{Z}_K \) acquired by the Kinect™ range camera.

Section 1.2 introduced active triangulation applied to single pixels \( p_C \) of the \( N_R \times N_C \) images \( I_K \) acquired by camera C. The Kinect™, instead, simultaneously
applies active triangulation to all the $N_R \times N_C$ pixels of $I_K$, a procedure called **matricial active triangulation**, which requires a number of special provisions discussed in the next subsection.

The major difficulty with matricial active triangulation is keeping the correspondence problem as simple as in the single point case seen in Section 1.2. This issue can be handled by designing the patterns projected by $A$ by the **light coding** methods described next. The specific design of the light-coded pattern is the actual core of the Kinect™ range camera. The next two subsections present current light coding techniques and give some hints about the specific Kinect™ operation.
3.1.1 Light Coding Techniques

Let us assume that the projected pattern has $N_{AR} \times N_{AC}$ pixels $p_i^A$, $i = 1, ..., N_{AR} \times N_{AC}$ where $N_{AR}$ and $N_{AC}$ are the number of rows and columns of the projected pattern respectively. In order to apply active triangulation, each pixel needs to be associated to a code-word, i.e., a specific local configuration of the projected pattern. The pattern undergoes projection by $A$, reflection by the scene and capture by $C$ (see Figure 3.2). A correspondence estimation algorithm analyzes the received code-words in the acquired images $I_K$ in order to compute the conjugate of each pixel of the projected pattern. The goal of pattern design (i.e., code-words selection) is to adopt code-words effectively decodable even in presence of non-idealities of the pattern projection/acquisition process, as pictorially indicated in Fig. 3.2.

Let us first consider what makes a code-word highly decodable. It is intuitive that the more the code-words are different the more robust is the coding against disturbances and self-interferences. For a given cardinality of the total number of possible code-words, the smaller is the number of used code-words, the greater become the differences between the various code-words and the more robust is the code. Since for a calibrated and rectified setup conjugate points lie on horizontal lines, the coding problem can be independently formulated for each row in order to keep as low as possible the cardinality of the total number of possible code-words. Assume that for each row of the projected pattern there are $N = N_{AC}$ pixels $p_1^A, p_2^A, ..., p_N^A$ to be encoded with $N$ code-words $w_1, w_2, ..., w_N$. Each code-word is represented by a specific local pattern distribution. Clearly, the more the local pattern distribution of a single pixel differs from the local pattern distribution of the other pixels of the same row, the more robust will be the coding.

A code-words alphabet can be implemented by a light projector considering that it can produce $n_P$ different illumination values called pattern primitives (e.g., $n_P = 2$ for a binary black-and-white projector, $n_P = 2^8$ for a 8-bit gray-scale projector and $n_P = 2^{24}$ for a RGB projector with 8-bit color channels). The local distribution of a pattern for a pixel $p_A$ is given by the illumination values of the pixels in a window around $p_A$. If the window has $n_W$ pixels, there are $n_W^{n_P}$ possible pattern configurations on it. From the set of all possible configurations, $N$ configurations need to be chosen as code-words. What is projected to the scene and acquired by $C$ is the pat-

![Fig. 3.3 Example of $I_K$, $\hat{D}_K$ and $\hat{Z}_K$ acquired by the Kinect™ range camera.](image)
tern resulting from the code-words relative to all the pixels of the projected pattern.

Let us recall that, because of the geometrical properties of a calibrated and rectified system described in Section 3.1, a pixel \( p_A \) of the pattern, with coordinates \( p_A = [u_A, v_A]^T \), is projected to the scene point \( P \), with coordinates \( P = [x, y, z]^T \), and acquired by \( C \) in \( p_C \), with coordinates \( p_C = [u_A + d, v_A]^T \). The projection/acquisition process introduces an horizontal shift \( d \) proportional to the inverse of the depth \( z \) of \( P \) according to (1.14). Disparity shift \( d \) is the most important quantity in the active triangulation process, and it needs to be accurately estimated since it carries the 3D geometry information relative to the considered scene point \( P \) (obtainable from (1.15)). The disparity values in matricial active triangulation are handled as arrays, like the disparity map \( \hat{D}_K \) of Kinect\textsuperscript{TM} introduced in Section 3.1.

In the pattern projection/acquisition process, there are a number of factors transforming the projected pattern and introducing artifacts which must be taken into consideration:

a) **Perspective distortion.** Since the scene points may have different depth value \( z \), neighboring pixels of the projected pattern may not be mapped to neighboring pixels of \( I_C \). In this case the local distribution of the acquired pattern becomes a distorted version of the relative local distribution of the projected pattern.

b) **Color or gray-level distortion due to scene color distribution and reflectivity properties of the acquired objects.** The projected pattern undergoes reflection (and absorption) by the scene surfaces. The ratio between incident and reflected radiant power is given by the scene reflectance, which is generally related to the scene color distribution. In particular in the case of IR light, used by the Kinect\textsuperscript{TM} projector, the appearance of the pixel \( p_C \) on the camera depends on the reflectance of the scene surface at the IR frequency used by the projector. An high intensity pixel of the projected pattern at \( p_A \) for instance may undergo a strong absorption because of the low reflectance value of the scene point to which it is projected, and the values of its conjugate pixel \( p_C \) on \( I_K \) may consequently appear much darker. This is a very important issue, since it might completely distort the projected code-words. The second row of Figure 3.4 shows how the radiometric power of the projected pattern is reflected by surfaces of different color.

c) **External illumination.** The color acquired by the color camera depends on the light falling on the scene surfaces, which is the sum of the projected pattern and of the scene illumination (i.e. sunlight, artificial light sources, etc.). This second contribution with respect to code-word detection acts as a noise source added to the information signal of the projected light.

d) **Occlusions.** Because of occlusions, not all the pattern pixels are projected to 3D points seen by \( C \). Depending on the 3D scene geometry, in general between the pattern pixels and the pixels of \( I_K \) (the image acquired by \( C \), there may not be a biunivocal association. It is important therefore to correctly identify the pixels of \( I_K \) that do not have a conjugate point in the pattern, in order to discard erroneous correspondences.
e) **Projector and camera non-idealities.** Both projector and camera are not ideal imaging systems. In particular, they generally do not behave linearly with respect to the projected and the acquired colors or gray-levels.

f) **Projector and camera noise.** The presence of random noise in the projection and acquisition processes is typically modeled as Gaussian additive noise in the acquired images \(I_K\).

Figure 3.4 shows some examples of the considered transformations/distortions. As result of the above transformations/distortions, an acquired code-word may be very different from the projected one and due to occlusions some pixels of \(I_K\) may even not correspond to any pixel of the projected pattern.

In order to understand how to possibly mitigate such potentially disruptive effects for the correspondence problem by comparison methods assisted by suitable patterns, let us make two considerations. The first one is that the correspondences estimation process is characterized by two fundamental decisions, namely:

- what code-word assign to each pixel \(p_A\) of the projected pattern. The code-word corresponds to a pattern to be projected on a window centered at \(p_A\) (all the local pattern distributions of neighboring pixels are fused together in a single projected pattern);
- what code-word assign to each pixel \(p_C\) of \(I_K\), or equivalently how to detect the code-word most similar to the local pattern distribution around \(p_C\) in order to correctly identify the conjugate pixel \(p_C\) of the projected pattern pixel \(p_A\).

The second consideration is that there are mainly three possible coding schemes, pictorially exemplified in Figure 3.5:

a) **Direct coding:** the code-word associated to each pixel \(p_A\) is represented by the pattern value at the pixel itself (i.e., the gray-level or the color of the pattern at \(p_A\)). In this case there may be up to \(n_P\) code-words, since \(n_W = 1\). Therefore the maximum number of pattern columns to decode is \(N_C = n_P\).

b) **Time-multiplexing coding:** a sequence of \(T\) patterns is projected to the surface to be measured at \(T\) subsequent times. The code-word associated to each pixel \(p_A\) is the sequence of the \(T\) pattern values (i.e., of gray-level or color values) at pixel \(p_A\). In this case there may be up to \(n_P^T\) code-words and the maximum number of pattern columns to decode is \(N_C = n_P^T\).

c) **Spatial-multiplexing coding:** the code-word associated to each pixel \(p_A\) is the spatial pattern distribution in a window of \(n_W\) pixels centered around \(p_A\). In this case there might be up to \(n_W^n_P\) code-words. For instance if the window has 9 rows and 9 columns, which is a common choice, \(n_W = 81\). It is important to note how in this case neighboring pixels share parts of their code-words, thus making their coding interdependent.

Each one of the considered coding strategies have different advantages and disadvantages as described in [5], which gives an exhaustive review of all these techniques. In particular, direct coding methods are the easiest to implement and allow...
Fig. 3.4 Examples of different artifacts affecting the projected pattern (in the depth maps black pixels correspond to locations without a valid depth measurement). First row: projection of the IR pattern on a slanted surface and corresponding depth map; observe how the pattern is shifted when the depth values change and how perspective distortion affects the pattern on the slanted surfaces. Second row: Kinect™ pattern projected on a color checker and corresponding depth-map; observe how the pattern appearance depends also on the surface color. Third row: a strong external illumination affects the acquired scene; the acquired IR image saturates in correspondence of the strongest reflections and the Kinect™ is not able to acquire the depth of those regions. Fourth row: the occluded area behind the ear of the teddy bear is visible from the camera but not from the projector viewpoint; consequently the depth of this region can not be computed.
for the capture of dynamic scenes, since they require the projection of a single pattern. They have the advantage to be potentially able to deal with occlusions as well as with projective distortion, and the disadvantage to be extremely sensitive to color or gray-level distortion due to scene color distribution, reflectivity properties and external illumination. Furthermore they are also very sensitive to projector and camera noise and non-idealities. Examples of these approaches are [6, 7].

Time-multiplexing coding allows to adopt a very small set of pattern primitives (e.g., a binary set), in order to create arbitrarily different code-words for each pixel. Such code-words are therefore robust with respect to occlusions, projective distortion, projector and cameras non-idealities and noise. They are also able to deal with color and gray-level distortion due to scene color distribution, reflectivity properties and external illumination. Their major disadvantage is that they require the projection of a time sequence of $T$ patterns for a single depth measurement, hence their application is not suited to dynamic scenes. Examples of time-multiplexing approaches are the ones based on binary coding [8] and gray coding with phase-shifting [9].

The spatial-multiplexing techniques are the most interesting for the acquisition of dynamic scenes since they require the projection of a single pattern, like direct coding methods. They are generally robust with respect to projector and cameras non-idealities. They can also handle noise and color or gray-level distortion due to scene color distribution, reflectivity properties and external illumination. Difficulties come with occlusions and perspective distortion, because of the finite size of the pattern window associated to each code-word. The choice of the window size $n_W$ associated to each code-word is crucial. Indeed, on one hand, the smaller is $n_W$ the more robust is the coding with respect to perspective distortion, since it is more likely that all the scene points on which the pattern window is projected share the same disparity. On the other hand, the greater is $n_W$ the greater is the robustness with respect to projector and cameras non-idealities and noise or color distortion. Examples of spatial-multiplexing coding are the ones based on non-formal codification [10], the ones based on De Bruijn’s sequences [11] and the ones based on M-arrays [12].
3.1 Matricial active triangulation

3.1.2 About Kinect™ range camera operation

3.1.2.1 Horizontal uncorrelation of the projected pattern

The Kinect™ is a proprietary product and its algorithms are still undisclosed, however some characteristics of the adopted light coding system can be deduced from its operation [13, 3, 4].

The Kinect™ range camera adopts a spatial-multiplexing approach that allows to robustly capture dynamic scenes at high frame-rate (30 [fps]). The spatial resolution of the output depth maps is 640 × 480 pixels, although the camera C and projector A probably have a different internal resolution still undisclosed. The projected pattern, a picture of which is shown in Figure 3.6, is characterized by an uncorrelated distribution across each row [13]. This means that the covariance between the

![Fig. 3.6 Picture of the pattern projected to a planar surface acquired by a high-quality photocamera.](image)

spatial-multiplexing window centered at a given pattern point \( p_A^i \), with coordinates \( p_A^i = [u_A^i, v_A^i] \) and the projected pattern on the spatial multiplexing windows centered at point \( p_A^j \) with coordinates \( p_A^j = [u_A^j, v_A^j] \), assuming \( v_A^i = v_A^j \), is 0 if \( i \neq j \) and 1 if \( i = j \). More precisely, if \( s(u, v) \) denotes the projected pattern and \( W(u_A, v_A) \) the support of the spatial multiplexing window centered at \( p_A \), the above property can be written as
\[ C(u', u', v') = \sum_{(u, v) \in W(u_A, v_A)} [s(u - u'_A, v - v'_A) - \bar{s}(u'_A, v'_A)] [s(u - u'_A, v - v'_A) - \bar{s}(u'_A, v'_A)] \]

where \( s(u_A, v_A) = \sum_{(u, v) \in W} s(u - u_A, v - v_A) \) is the average of the spatial multiplexing window on \( W \) centered at \((u_A, v_A)^T\) and \( C(u', u', v') \) is the horizontal covariance of the projected pattern between supports centered at \( p'_A \) and \( p'_j \).

Some reverse engineering analysis suggests \( 7 \times 7 \) [3] or \( 9 \times 9 \) [4] as support of the spatial multiplexing window adopted by Kinect\textsuperscript{TM}.

It is important to note that (3.1) strictly holds only for the covariance of the projected ideal pattern. The patterns actually measured by the Kinect\textsuperscript{TM} range camera, as expected, are affected by all the already described transformations/distortions among which the non-idealities of camera and projector. The pattern acquired by the Kinect\textsuperscript{TM} IR camera (in front of a flat surface) is shown in Figure 3.7. Figure 3.8 shows its covariance with \( p'_A = [19, 5]^T \) and \( p'_j = [u, 5]^T, u \in \{1, 2, \ldots, 200\} \) and a \( 9 \times 9 \) support \( W \). Figure 3.8 shows a plot of \( C(19, u, 5) \) as defined in (3.1) versus \( u \) and, in spite the acquired pattern is a distorted version of the projected one, it exhibits a very clear peak at \( u = 19 \) where it is expected.

![Fig. 3.7 Pattern acquired by the Kinect\textsuperscript{TM} IR camera.](image)

The horizontal uncorrelation of the projected pattern is common to a variety of spatial multiplexing methods, such as [11, 14], since it is rather useful for the effective solution of the correspondences problem.
Indeed, in this case, for a given pixel $p'_C$ of $I_K$ and for all the pixels $p'_A$ of the same row in the projected pattern, the covariance ideally presents a unique peak in correspondence of the actual couple of conjugate points, provided the introduced distortions and non-idealities are moderately disruptive. In a number of real situations, conjugate points can be simply detected from the covariance maximum between a window centered around the specific pixel $p'_C$ in $I_K$ and all the possible conjugates $p'_A$ in the same row of the projected pattern, as shown by the example of Figure 3.8. The covariance maximum is not well-defined when there are no conjugate points because of occlusions or when the impact of one of the above mentioned sources of distortion is too strong and the acquired code-words in $I_K$ are too distorted to give significant auto-covariance values.

3.1.2.2 Reference image and correspondence detection

The direct comparison between the images $I_K$ acquired by $C$ with the patterns projected by $A$ would be affected by all the non-idealities of both systems. Such limitation can be overcome by means of a calibration procedure schematically shown in Figure 3.9.

The procedure requires the off-line acquisition in absence of background illumination of a highly reflective surface oriented orthogonally to the optical axis of the camera $C$, positioned at a known distance from $C$. In this case the acquired surface is characterized by a constant and known distance $z_{REF}$ and therefore by a constant and known disparity $d_{REF}$ that can be computed by (1.14). The acquired image is called reference image [13].

In any subsequent generic scene acquisition, it is possible to associate each point...
with coordinates \( p_{\text{REF}} = [u_{\text{REF}}, v_{\text{REF}}]^T \) of the reference image to a point \( p \)

The usage of such a reference image allows to overcome a number of difficulties induced by the various transformations distorting the acquired pattern with respect to the projected one, among which, notably, the camera and projector non-idealities. In other words, the comparison of image \( I_k \) relative to a generic scene with the reference image (which is an acquired version of the projected pattern under known scene conditions) is an implicit way to avoid the non-idealities and distortions due to \( C \) and \( A \).

Disparity estimation with respect to the reference image is a procedure very similar to the computational stereopsis between two rectified images [15, 16]. In this context estimating the conjugate pixels from the covariance maximum, as described above, is a local algorithm, i.e., a method which considers a measure of the local similarity (covariance) between all the pairs of possible conjugate points and simply selects the pair that maximizes it. As observed at the end of Section 1.2.3, there is a great number of more complex and way more effective computational stereopsis techniques that do not consider each couple of points on its own but exploit global optimization schemes. It is rather likely that the Kinect\(^\text{TM} \) besides the reference image scheme, adopts a global method for computing the disparities.

\[ d_A = d_{\text{REF}} + d_{\text{REL}} \] (3.2)
3.2 Practical imaging issues

3.1.2.3 Subpixel refinement

Once the disparity values of all the pixels of $I_K$ are available, some further refinement is appropriate. In particular, the disparity values computed by covariance maximization or other techniques are implicitly assumed to be integers. It is well known from the stereo literature that this limits somehow the depth resolution and that these estimates can be improved by the so-called sub-pixel refinement techniques [15, 16], which are generally adopted in spite they increase the computational complexity. According to the analysis of [4], the Kinect™ uses a sub-pixel refinement process with an interpolation factor of 8.

3.2 Practical imaging issues

As already explained in the previous section, there are multiple error sources potentially leading to non correct correspondence estimates, thus resulting in depth estimation errors. Some of these error sources are due to the camera and projector, some to the adopted correspondence estimation algorithm and some to the geometry of the acquired scene. From an experimental analysis of the data produced by the Kinect™ range camera, the main depth estimation errors are due to:

- Low reflectivity and background illumination. In case of low reflectivity (e.g., the foot of the teddy bear of Figure 3.10a) and excessive background illumination (Figure 3.10b), the camera is unable to acquire any information about the reflected pattern and the correspondence estimation algorithm does not produce any result. Hence in these situations there is typically no depth information available.
- Excessively slanted surfaces. In this case (e.g., the table plane of Figure 3.10a), the perspective distortion is so strong that in the spatial multiplexing window support there are too many pixels characterized by different disparities and the correspondence estimation algorithm is unable to give any result. Hence also in these situations there is no depth information available.
- Depth discontinuities and occlusions (Figure 3.10c). Near depth discontinuities, the spatial multiplexing window support may include pixels associated to different disparities, with consequent possibility of errors. Moreover, close to depth discontinuities, there are occlusions due to scene points on the furthest surface not visible from either the camera or the projector. Hence depth estimation is not feasible for these points. The Kinect™ range camera however adopts some heuristics and delivers depth estimates also for these points by interpolating the depth values of neighbor pixels. Such heuristic assignments sometimes lead to misalignments between real and estimated depth discontinuities (up to 10 pixels).

Some examples of the artifacts due to the above issues are shown in Figure 3.10. The spatial resolution of stereo vision systems typically derives from that of the
Fig. 3.10 Different depth estimation errors: a) low reflectivity (teddy bear) and tilted surfaces (table) issues (black pixels correspond to missing depth data); b) same flat surface acquired with (top) and without (bottom) background illumination; c) depth discontinuities and occlusion effects are visible on the baby’s arm.

adopted sensor. In the case of the Kinect\textsuperscript{TM} $I_K$, $\hat{D}_K$ and $\hat{Z}_K$ all have a spatial resolution coinciding with the sensor resolution of $640 \times 480$. As previously said, the actual internal resolutions of camera $C$ and projector $A$ are not known.

It is worth recalling another issue of depth estimates obtained by triangulation, i.e., it is possible to manipulate Equation (1.14) to show that the depth estimate resolution decreases with the square of the distance [17]. Therefore the quality of the depth measurements obtained by matricial active triangulation is worse for the furthest scene points than for the closest ones [3].

3.3 Conclusion and further reading

Originally introduced for gesture recognition in the gaming context [18], the Kinect\textsuperscript{TM} has readily been adopted for several other purposes such in robotics [19] and 3D scene reconstruction [20]. Already just one year after its introduction, the number of applications based on Kinect\textsuperscript{TM} is dramatically growing and its usefulness and relevance for 3D measurement purposes are becoming apparent.

The Kinect\textsuperscript{TM} range camera is based on a Primesense proprietary light-coding technique and neither Microsoft nor Primesense have disclosed yet all the sensor implementation details. Several patents, among which [13], cover the technological basis of the range camera, and the interested reader might look at them or to current reverse engineering works [3, 4].

This chapter presents the Kinect\textsuperscript{TM} range camera emphasizing its general operation principles rather than its implementation details, not only because the latters are not available, but also because the technology behind Kinect\textsuperscript{TM} is likely to rapidly evolve. In a longer term perspective the general light coding operation principles are likely to be more useful than the characteristics of the first generation product. A comprehensive review of light-coding techniques can be found in [5]. The last section of this chapter presents the main characteristics of Kinect\textsuperscript{TM} depth measurements.
Metrological studies about Kinect™ data are not available yet but they are expected soon in light of the great potential of Kinect™ as depth measurement instrument.
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Chapter 4
Calibration

Color imaging instruments, such as photo and video-cameras, and depth imaging instruments, such as ToF cameras and the Kinect™, require a preliminary calibration in order to be used for measurement purposes. Calibration must usually account both for the internal characteristics and the spatial positions of the considered instruments, and it needs to be accurate and precise for meaningful measures.

The first part of this chapter formalizes calibration for generic measurement instruments in order to give a unified framework to the calibration of the imaging instruments considered in this book, i.e. standard cameras, ToF cameras, the Kinect™ range camera and stereo vision systems. The Kinect™ and the stereo vision systems, although made by a pair of devices, will be considered as single depth measurement instruments.

The second part of this chapter considers the calibration of heterogeneous imaging systems made by a standard camera and a ToF camera or a Kinect™, or by a stereo system and a ToF camera or a Kinect™, because of their great interest for the applications described in the subsequent chapters.

4.1 Calibration of a generic measurement instrument

Consider a generic instrument measuring one (or more) attribute $a$ of an object. Let us denote with $\hat{a}$ the measured value and with $a^*$ the actual quantity to be measured, taking values in interval $[a_{\text{min}}, a_{\text{max}}]$. Measurements are generally characterized by two types of errors:

- systematic errors, reducing measurements accuracy;
- stochastic errors, reducing measurements precision (repeatability).

The calibration of a measurement instrument is usually an off-line procedure that reduces both errors, or more precisely:
**Statement 4.1.** The calibration of an instrument measuring a quantity $a$ is the estimation of the relationship between the measured quantity $\hat{a}$ and the actual quantity $a^* \in [a_{\text{min}}, a_{\text{max}}]$ (also called *ground-truth quantity* in the calibration procedure).

The relationship between $\hat{a}$ and $a^*$ can be derived by two approaches:

- **By means of a parametric function:** $a^* = f(\hat{a}, \theta)$, where $\theta$ is a set of parameters and $f(\cdot)$ a suitable function relating $\hat{a}$ and $\theta$ to $a^*$. In this case the calibration becomes a parameter estimation problem and the optimal parameters value $\hat{\theta}$ can be obtained from a set of ground-truth and measured quantities $(a^*_1, \hat{a}_1), (a^*_2, \hat{a}_2), \ldots, (a^*_N, \hat{a}_N)$. For instance, it is rather common to estimate the calibration parameters $\hat{\theta}$ by a Mean Squared Error (MSE) approach:

$$
\hat{\theta} = \arg\min_{\theta} \frac{1}{N} \sum_{i=1}^{N} [a^*_i - f(\hat{a}_i, \theta)]^2
$$

(4.1)

Since in this case the calibration is computed as a parameter estimation problem, it is addressed as **parametric calibration** or **model-based calibration**.

- **By a “brute force” approach.** Since the set of possible attribute values is well known ($a^* \in [a_{\text{min}}, a_{\text{max}}]$), one may sample the attribute interval obtaining $N$ ground truth sampled values $a_1 = a^*_1, a_2 = a^*_2, \ldots, a_N = a^*_N$. One can perform a measurement with respect to each ground truth value $a^*_i$, $i = 1, 2, \ldots, N$, obtaining therefore a set of relative measurements $\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_N$ and establish a relationship between ground-truth $a^*_1, a^*_2, \ldots, a^*_N$ and measurements $\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_N$, by a table with $N$ couples $(a^*_1, \hat{a}_1), (a^*_2, \hat{a}_2), \ldots, (a^*_N, \hat{a}_N)$ as entries. Of course, the higher is the number of interval samples ($N$), the more accurate is the estimated relationship but the more laborsome the calibration process. This calibration approach is usually called **non-parametric calibration** or **model-less calibration**.

The two calibration methods above have each one advantages and disadvantages. On one hand, model-based calibration needs a model which may not be always available and which may be hard to obtain. On the other hand, modeling the measurement process generally has the advantage of reducing the number of parameters to be estimated to a small set (e.g., 8 parameters for the case of a standard camera calibration), thus reducing the number $N$ of required calibration measurements with respect to the model-less calibration case. The availability of an analytical correspondence between each possible ground-truth attribute $a^*$ and its relative measurement $\hat{a}$ is another advantage.

Model-less calibration clearly does not need any model, but it requires a large number $N$ of calibration measurements in order to reduce the sampling effects. This approach is more prone to over-fitting than the previous one, because $N$ is generally way greater than the number of parameters to be estimated. There is not an analytical correspondence between each possible ground-truth value $a^*$ and its measured value $\hat{a}$. Moreover a direct although not analytical correspondence is available only for the set of sampled ground truth values. For the other values the correspondence can be approximated by interpolation with inevitable sampling artifacts.
4.1 Calibration of a generic measurement instrument

4.1.1 Calibration error

Calibration is not a completely precise operation, in the sense that once calibration is performed there will remain an error between estimated and actual values, commonly called calibration error. An estimate of such calibration error is very important since it may become the bottleneck for accuracy and precision of specific applications.

The calibration error can be computed in different ways for the case of model-based and model-less calibration upon a set of $M$ measurements $\hat{a}_j, j = 1, 2, ..., M$ with relative ground-truth values $a^*_j, j = 1, 2, ..., M$. Note that $M$ is the number of subsequent measurements and it should not be confused with $N$, which is the number of discrete values of $a$ in $[a_{\text{min}}, a_{\text{max}}]$. In the case of model-based calibration, calibration error $e$ can be computed from the $M$ error estimates as

$$ e = \frac{1}{M} \sum_{j=1}^{M} |a^*_j - f(\hat{a}_j, \hat{\theta})| $$  \hspace{1cm} (4.2)

In the case of model-less calibration, there is no model to use in (4.2). However, given a measured quantity $\hat{a}_j$, its corresponding ground-truth value $a^*_j$ can be approximated by interpolation: $\mathcal{F}(\hat{a}_j, (a^*_1, \hat{a}_1), ..., (a^*_N, \hat{a}_N))$ where $\mathcal{F}(\cdot)$ is a suitable interpolation method (e.g., nearest-neighbor, bilinear, bicubic or splines interpolation). Calibration error $e$ in the case of model-less calibration can be computed from the $M$ error estimates as

$$ e = \frac{1}{M} \sum_{j=1}^{M} |a^*_j - \mathcal{F}(\hat{a}_j, (a^*_1, \hat{a}_1), ..., (a^*_N, \hat{a}_N))| $$  \hspace{1cm} (4.3)

In both the cases, the goal of a calibration method is to provide a consistent procedure (several calibrations of the same device should provide similar results) giving the lowest possible calibration error.

4.1.2 Error compensation

Once the relationship between measured and actual attribute values is known, one may define a way to map the measured values to the corresponding actual values in order to compensate for the systematic differences between such quantities. The compensation may increase the accuracy but not the precision (repeatability) of the instrument measurements, since it does not consider the error randomness. In the calibration process, and also in the actual measurement process when feasible, the precision of the device measurements can be improved by averaging over multiple measurements. However when the measurements are not performed for calibration purposes, specially in the case of dynamic scenes, averaging may not be used to reduce stochastic errors. As a simple example, consider the case of a video-camera
that may only operate at 30[fps] used in a specific application requiring 30[fps],
clearly in this case multiple frames cannot be averaged over time.

4.2 Calibration of color and depth imaging systems

In the specific case of computer vision or computer graphics, the attributes of interest typically are the color and/or the geometry information of a scene. The remainder of this section covers the calibration of the imaging instruments of typical computer vision and computer graphics interest, i.e., standard cameras, ToF cameras, Kinect™ and stereo vision systems. In this connection the Kinect™ range camera and stereo vision systems are considered as single instruments, in spite they are actually made by pairs of different devices, which in the case of stereo are two standard cameras and in the case of the Kinect™ range camera an IR projector and an IR camera. Although each camera of a stereo system individually considered is a color imaging system, in the stereo set-up they just become components of a single measurement system providing data (depth) of nature completely different with respect to that of the data acquired by its two cameras (color). It is reasonable to consider the Kinect™ range camera as a single instrument since the IR projector only irradiates the scene in order to allow depth measurements and only the IR camera acts as an imaging system.

4.2.1 Calibration of a standard camera

First of all, let us recall that “standard camera” in this book refers to a digital photocamera or to a digital video-camera, since image formation is the same for both these instruments.

The attributes measured by a standard camera are the attributes measured by all its sensor pixels. Under the hypothesis of infinitesimal size pixels, each pixel measures the color of the scene point associated to it by the perspective projection model of Section 1.2.1. Consequently, the attribute measured by a standard camera is the color set of the scene points associated to its sensor pixels. Since the camera operation is characterized by two different processes, namely the association of the standard camera sensor pixels with the corresponding scene points and the measurement of the colors of these scene points, its calibration is divided in two parts:

- geometric calibration, i.e., the estimate of the relationship between sensor pixels positions and relative scene points;
- photometric calibration, i.e., the estimate of the relationship between the actual scene point color and the color measured by the camera at the corresponding pixel.
A comprehensive treatment of photometric calibration can be found in [1, 2]. Photometric calibration is not considered in this chapter, since for the applications treated in this book only geometrical calibration is relevant.

**Statement 4.2.** The geometric calibration of a video camera is the estimation of the relationship concerning measured and actual correspondences between camera sensor pixels and 3D scene points.

In order to clarify the above statement, let us recall that according to the pin-hole camera model introduced in Section 1.2.1, the image of a standard camera is obtained by perspective projection, i.e., as intersection on the sensor plane of all the rays connecting the scene points $P$ with $O$ (corresponding to the position of the nodal point of the optics). As pictorially shown in Figure 4.1, the same 3D scene point $P$ is always projected to the same camera pixel $p$ as long as the camera stays still, but any point of the optical ray (green line) is associated to the same pixel $p$ (green point on the sensor). From the set of all the scene points projected to $p$, the scene point $P$ actually projected to $p$ is the one with the smallest radial distance from $p$.

The geometrical calibration of a standard camera can be regarded as the estimation of the relationship between the actual and the measured optical rays relative to each camera sensor pixel. In case of ideal (i.e., distortion-free) optics the optical ray is determined by the camera intrinsic parameters only by (1.6). In the case of real optics characterized by radial and tangential distortion the geometry of the optical rays is determined by both the camera intrinsics and the optics distortion parameters. As already seen, the directions of the optical rays can be modeled by the Heikkila model (1.12) [3] or by more complex models such as the fractional model [4].

![Fig. 4.1 Non-univocal association of a single camera sensor pixel (green dot) to 3D scene points (green line).](image-url)
Rephrasing the above according to the notation of Section 4.1, the attribute $a$ of geometrical camera calibration is the geometry (origin and orientation) of the optical ray. Its measured value $\hat{a}$ in the case of the Heikkila camera model\(^1\) is given by all the parameters of the camera projection matrix (1.11) plus the distortion parameters, namely by the intrinsic parameters of matrix (1.7), i.e., $\hat{f}_x, \hat{f}_y, \hat{c}_x$ and $\hat{c}_y$ by the estimated radial and tangential distortion parameters $\hat{d} = [\hat{k}_1, \hat{k}_2, \hat{k}_3, \hat{d}_1, \hat{d}_2]$ of (1.12) and in general by the extrinsic parameters $\hat{R}$ and $\hat{t}$ of (1.9) relating the optical ray geometry with respect to the CCS to the WCS. The relationship between the camera parameters, measured quantities and actual values $a^* = f(\hat{a}, \hat{\theta})$ is given by (1.11) and (1.12).

A detailed analysis of calibration parameters and relationships is beyond the scope of this book and can be found in classical computer vision readings, such as [3, 4, 5, 6, 7].

Any calibration technique adopts calibration objects of known size, offering highly identifiable saliency points to be used as ground truth values $a^*$.

A popular calibration object [3, 5] is a black and white checkerboard, with checkers of known size. In this case the saliency points serving as $a^*$ are the the checkerboard corners (that can be easily detected), as shown by Figure 4.2.

![Checkerboard](image)

**Fig. 4.2** Corners detection on a calibration checkerboard.

The WCS can be defined as the reference system with origin at the checkerboard top left corner, $x$ and $y$ axis on the checkerboard plane and $z$ axis orthogonal to the checkerboard plane as shown in Figure 4.3.

\(^1\) For conciseness sake, this is the only camera distortion model considered in this book, however all the presented consideration can be similarly applied to the case of the fractional camera model.
Due to the planar shape of the sensor and checkerboard, the position of the sensor plane with respect to the WCS, associated to the checkerboard, can be derived by a 3D homography \([5,4]\), characterized by 9 coefficients. Once the 3D position of the sensor with respect to the checkerboard is known, as shown by Figure 4.3, the 3D coordinates of the checkerboard corners, \(P^*_i\), serving as ground truth, can be projected to the sensor by (1.10) giving ground-truth pixel values \(p^*_i\).

The coordinates of the ground-truth pixels \(p^*_i\) can be compared with those of the pixels \(\hat{p}_i\), directly detected from the measured checkerboard image, obtaining an error expression which depends on projection matrix (1.11) and distortion parameters (1.12). The sum of such errors, corresponding to the \(M\) different spatial checkerboard positions, gives an expression of the model-based calibration error of the type of Equation (4.2), which is function of camera calibration parameters (1.11) and (1.12). This expression can be used to determine the intrinsic camera parameters, together with the extrinsic parameters \((R_k, t_k)\) with \(k = 1, 2, ..., M\) giving the camera sensor position with respect to each spatial checkerboard position. This procedure, due to [5], is the standard method for the estimate of the Heikkila model parameters, also available in popular open source camera calibration projects, such as the MATLAB Camera Calibration Toolbox [8] and OpenCV [9].
4.2.1.1 Standard camera systematic error compensation: undistortion

In the case of standard cameras, lens distortion causes a systematic error of the type indicated in Section 4.1.2. Once the standard camera is calibrated, its distortion parameters are known and the image undistortion procedure (1.12) can be applied to all the images acquired by the standard camera in order to compensate for its radial and tangential distortion, i.e., for its systematic error in the measure of the optical rays orientations.

4.2.2 Calibration of a ToF camera

Since ToF camera image formation can be modeled by perspective projection, ToF camera calibration is strongly reminiscent of standard camera calibration. As in that case, indeed, the attributes measured by a ToF camera are the attributes measured by the ToF camera sensor pixels. Under the hypothesis of infinitesimal size pixels, each pixel measures the radial distance from the scene points associated to it by the perspective projection model of Section 1.2.1. Therefore, the attribute measured by a ToF camera is the radial distance of the points associated to the ToF camera sensor pixels. The ToF operation is characterized by two different processes:

- the association of the ToF camera sensor pixels to the relative scene points;
- the measurements of the radial distances of the scene points.

ToF camera calibration reflects this measurements sub-division according to [10], and, with the terminology introduced for standard camera calibration, it can be divided in:

- geometrical calibration, i.e., the estimate of the relationship between sensor pixels positions and relative scene points;
- photometric calibration, i.e., the estimate of the relationship between the actual radial distance of the scene point and the radial distance measured by the ToF camera at the corresponding pixel.

The geometrical calibration of a ToF camera is identical to the one of a standard camera and it can be made by the techniques indicated in the previous sub-section with the peculiarity that ToF camera geometrical calibration must use amplitude images $A_T$ instead of standard color (or gray-level) images as shown by Figure 4.4. The amplitude images can be collected in two different ways, either in the so-called standard mode, i.e., with the ToF camera illuminators active during acquisition, or in the so-called common-mode, i.e., with ToF camera illuminators off during acquisition, namely using the ToF camera as a standard IR camera. The first solution is more direct and generally produces better results, but it requires proper integration time setting in order to avoid saturation. The second solution requires an external auxiliary IR illumination system.
The photometric ToF camera calibration deals with the so-called systematic offsets of ToF camera radial distance measurements, due to various factors, such as harmonic distortion and non-zero mean Poisson distributed photon-shot noise (as explained in Chapter 2). It is worth recalling that harmonic distortion depends on the distance from the object to be measured, and that the photon-shot noise depends on the received signal intensity and amplitude. Therefore the systematic offsets ultimately depend on the measured distance, amplitude and intensity. The calibration of systematic offsets can be performed by measuring targets characterized by different reflectivity placed at known distances and by comparing the measured distances against the actual ones. A comprehensive description and analysis of such procedures can be found in [10, 11, 12]. Such measurements can be used both in a model-based approach as in [11] where the model is a polynomial function, or in a model-less approach as in [10] where a table describes the relationship between measured and actual radial distances.

### 4.2.2.1 Compensation of ToF cameras systematic errors

The compensation of the systematic ToF cameras errors includes both the geometrical calibration errors (i.e., undistortion) and the radial distance measurements errors. The two compensations can be performed independently, like the relative calibrations. Undistortion can be implemented as for the case of standard cameras. Systematic radial distance measurements errors in the case of model-based calibration can be compensated by inverting the fitted functional-model and in the case of model-less calibration by a look-up-table correction.
4.2.3 Calibration of the Kinect\textsuperscript{TM} range camera

As in the previous cases, the attributes measured by the Kinect\textsuperscript{TM} range camera are the attributes measured by its IR camera sensor pixels. Under the hypothesis of infinitesimal size pixels, each pixel measures the disparity of the associated scene point with respect to a reference image. Therefore, the attributes measured by the Kinect\textsuperscript{TM} range camera are the disparities of the scene points associated to its IR camera sensor pixels. The set of acquired disparity values defines the disparity map of the scene.

Since the Kinect\textsuperscript{TM} range camera is made by an IR camera and an IR projector, its calibration in principle could be performed by the method of [13], which also provides a way to compensate for the systematic measurements errors. Figure 4.5 shows the IR image of a checkerboard taken by the Kinect\textsuperscript{TM} range camera with the corners detected. This kind of images could be used to calibrate the Kinect\textsuperscript{TM} if its calibration was accessible by the users and can prove useful when using the Kinect\textsuperscript{TM} together with a standard camera as it will be shown in Section 4.3.1.

![Fig. 4.5 Example of the IR image of a checkerboard acquired by a Kinect\textsuperscript{TM} range camera.](image)

The actual procedures adopted by Primesense in order to calibrate and compensate the Kinect\textsuperscript{TM} range camera measurements have not been disclosed yet. This omission however does not penalize the usage of Kinect\textsuperscript{TM} range cameras, since they are supplied already calibrated and with built-in compensation.

4.2.4 Calibration of a stereo vision system

The attribute measured by a stereo vision system $S$ is the depth of the scene points framed by both of its cameras. Let us recall that the 3D coordinates $P = [x, y, z]^T$ of $P$ with respect to the $S$ reference system can be estimated by triangulation from the
2D coordinates of conjugate points \( p_L \) and \( p_R \) via (1.14) and (1.15). The triangulation procedure depends on the properties of the two standard cameras \( L \) and \( R \) and on their relative position. The properties of \( L \) and \( R \) are parametrically modeled as seen in Section 4.2.1 by their intrinsic and distortion parameters, while their relative position is parametrically modeled by the relative roto-translation between the \( L \)-3D and the \( R \)-3D reference systems. Therefore stereo vision system calibration is customarily approached as a parametric model-based calibration problem.

**Statement 4.3.** The calibration of a stereo vision system (or stereo calibration) is the estimation of the following quantities:

- the intrinsic parameters matrices \( K_L \) and \( K_R \)
- the distortion parameters (such as \( d_L \) and \( d_R \) defined by (1.12)) of the \( L \) and \( R \) cameras respectively
- the \( 3 \times 3 \) rotation matrix \( R \) and the \( 3 \times 1 \) translation vector \( t \) describing the roto-translation between the \( L \)-3D and the \( R \)-3D reference systems.

Clearly the two intrinsic parameters matrices \( K_L \) and \( K_R \) and the distortion parameters can be derived independently by single \( L \) and \( R \) camera calibrations. Therefore, common stereo calibration procedures usually perform first the two standard camera calibrations in order to obtain the intrinsic parameters, and then estimate the stereo system extrinsic parameters \( R \) and \( t \). Such a two-step operation allows to reduce the size of the estimated parameters space, greatly simplifying the estimation problem. A comprehensive treatment of stereo calibration can be found in [6]. Popular open-source stereo calibration are in the MATLAB Camera Calibration Toolbox [8] and in the OpenCV Library [9]. Figure 4.6 shows the relative positions of the \( L \) and \( R \) camera sensors with respect to the calibration checkerboards.

### 4.2.4.1 Compensation and Rectification

Stereo images rectification is a procedure transforming the images acquired by a stereo vision system in such a way that conjugate points \((p_L, p_R)\) share the same vertical coordinate \((v_L = v_R)\) in the \( L \)-2D and in the \( R \)-2D reference systems respectively. Stereo images rectification is often associated to stereo calibration since stereo images rectification simplifies and makes more robust 3D depth estimation by stereo vision algorithms. Once a stereo vision system is calibrated, it is always possible to apply a stereo image rectification procedure [2]. A popular stereo images rectification algorithm is given in [14].

The images acquired by the two cameras of a stereo vision system are typically affected by radial and tangential distortion. Undistortion and rectification can be applied in a single step. The possibility of combining the two procedures may hide the fact that only the former is about systematic errors compensation but not the latter. Namely, the undistortion of the images acquired by \( L \) and \( R \) is actually a compensa-
tion of systematic errors, but rectification does not compensate for systematic errors, since it just transforms the acquired images in order to simplify the tasks of stereo vision algorithms.

4.3 Calibration of heterogeneous imaging systems

An heterogeneous measurement system is a set-up made by multiple measurement instruments of different nature measuring the attributes of the same object. Heterogeneous acquisition systems can be subdivided into two different groups, i.e., systems made by devices measuring the same attribute and systems made by devices measuring different attributes.

This section considers only instruments measuring visual quantities, i.e., imaging systems measuring color and geometry. The visual attribute measured by a specific imaging instrument depends on its spatial position, hence the measurements of different imaging systems can only be related upon the knowledge of their relative positions. These considerations can be summarized as follows.

Statement 4.4. The calibration of an heterogeneous imaging system is the procedure made by the calibration of each imaging system forming the heterogeneous system and by the estimate of their relative positions.
The remainder of this section considers the calibration of a system made by a ToF camera and a color camera, of a system made by a Kinect\textsuperscript{TM} range camera and a color camera (which are both examples of imaging systems measuring different visual attributes such as geometry and color) and of a system made by a ToF camera and a stereo vision system (which is an example of imaging systems measuring the same visual attribute, i.e., the scene geometry).

### 4.3.1 Calibration of a system made by a standard camera and a ToF camera or a Kinect\textsuperscript{TM}

Let us consider first the calibration of a system made by a standard camera and a ToF camera or a Kinect\textsuperscript{TM}, i.e., an heterogeneous system supporting an imaging system measuring the scene color and an imaging system measuring the scene geometry (the ToF camera or the Kinect\textsuperscript{TM} range camera).

The first step is the independent calibration of all the instruments forming the system. In the case of the first system, made by a ToF camera and a standard camera, it is therefore necessary to calibrate and compensate the measurements of the ToF camera and to calibrate and compensate the measurements of the standard camera. In the case of the second system, made by a Kinect\textsuperscript{TM} range camera and a standard camera, it is therefore necessary to calibrate and compensate the measurements of the Kinect\textsuperscript{TM} range camera and to calibrate and compensate the measurements of the standard camera. Once the ToF camera or the Kinect\textsuperscript{TM} range camera are calibrated, they can be considered functionally equivalent, since they both perform the same kind of measurements, i.e., they provide depth or 3D geometry measurements.

The second step is the estimation of the relative positions of the two instruments forming the heterogeneous system, i.e., the estimate of the relative roto-translation between the reference systems associated to the two instruments. This can be accomplished by the recognition of saliency points of suitable calibration objects (e.g., checkerboards) by the different instruments. For instance, it is possible to identify the corners of a (black and white) checkerboard both on the images $I_C$ acquired by the standard cameras and on the IR images $I_T$ acquired by a ToF camera or on the IR images $I_K$ acquired by a Kinect\textsuperscript{TM} range camera, as exemplified in Figures 4.4 and 4.5.

From the 2D coordinates $p^l = [u^l, v^l]^T$ of a point $p^l$ in a undistorted image acquired by a calibrated camera (either $C$, $T$ or $K$), obtained as a corner of a calibration checkerboard, one may compute the 3D coordinates $p^d = [x^d, y^d, z^d]^T$ of the corresponding scene point $P^d$ with respect to the 3D camera reference system and estimate the 3D homography between the sensor plane and the checkerboard plane as depicted in Figure 4.7. This procedure is described in [5] and implemented in [8, 9].

In the case of a range camera $D$ (either a ToF camera $T$ or a Kinect\textsuperscript{TM} range camera $K$), the 3D coordinates of the checkerboard corners can also be directly
Fig. 4.7 Estimation of the 3D coordinates of the corners in [mm] of a checkerboard (corners of the blue grid) from their 2D coordinates on an image acquired by a calibrated standard camera \( C \) (red pyramid) and from an image acquired by a depth camera (green pyramid). The distance between \( O_C \) and \( O_D \) should be as small as possible: the pictorial camera models are out of scale.

estimated by the depth information acquired by the depth camera. Indeed, a depth camera \( D \) can provide both the undistorted 2D coordinates \( p_D^I = [u_D^I, v_D^I]^T \) of a point \( p'_D \) (checkerboard corner) on its IR image, here denoted as \( I_D \) for notation simplicity, and a direct estimate of the depth \( z_D^I \) of the corresponding 3D point \( P_D^I \). From this datum the 3D coordinates \( P_D^I = [x_D^I, y_D^I, z_D^I]^T \) of \( P_D^I \) can be computed by inverting the projection Equation (1.6), as hinted by Figure 4.8 where the 3D positions of the checkerboard corners, directly estimated by the depth cameras, are denoted by green dots.

Therefore for a range camera \( D \) there are two different ways of computing the 3D coordinates of the checkerboard, namely the homography-based procedure and the direct depth measurement. The main difference between the two approaches is that the homography-based approach exploits the ground-truth geometrical properties of the calibration checkerboard, while the direct depth measurements does not.

For practical purposes some details need to be underlined. In the case of a ToF camera \( T \) it is possible to extrapolate both the 2D coordinates \( p_T^I \) from \( I_T \) and the depth estimate of \( z_T^I \) from \( Z_T \) in a single step. In the case of a Kinect\textsuperscript{TM} range camera \( K \), instead, this requires two steps since the acquisition of the 2D coordinates of the checkerboard corner needs to acquire IR images \( I_K \) without pattern projection and the acquisition of their 3D coordinates needs the depth map \( Z_K \) which requires the pattern projection. Summarizing, the needed information for each position of
4.3 Calibration of heterogeneous imaging systems

Fig. 4.8 Direct computation of the 3D coordinates of the corners of a checkerboard (green dots) by a depth camera (D) (green pyramid) and 3D position with respect to the checkerboard of a standard camera (red pyramid).

the checkerboard requires a single acquisition in the case of a ToF camera and two acquisitions in the case of a Kinect™ range camera.

The 3D coordinates \( \mathbf{P}_C^i = [x_C^i, y_C^i, z_C^i]^T \) of the checkerboard corners \( P_C^i, i = 1, ..., N \) computed from the measurements of standard camera \( C \) with respect to the \( C \)-3D reference system, and the 3D coordinates \( \mathbf{P}_D^i = [x_D^i, y_D^i, z_D^i]^T \) of the checkerboard corners \( P_D^i, i = 1, ..., N \) computed from the measurements of \( D \) with respect to the \( D \)-3D reference system, are related by the rototranslation \((R, t)\) between the \( C \)-3D and the \( D \)-3D reference systems. In other words, the standard camera \( C \) and depth camera \( D \) provide the same cloud of points expressed with respect to two different reference systems. The computation of the roto-translation between the same point-clouds in two different reference systems is known as the absolute orientation problem and has a closed-form solution given by the Horn Algorithm \cite{15}, which estimates the rotation matrix \( \hat{R} \) and the translation vector \( \hat{t} \) minimizing the distance between the 3D positions of the checkerboard corners measured by the two imaging systems \( C \) and \( D \), namely

\[
[\hat{R}, \hat{t}] = \arg\min_{[R, t]} \frac{1}{N} \sum_{i=1}^{N} \| \mathbf{P}_C^i - [R \mathbf{P}_D^i + \mathbf{t}] \|_2
\]  

An alternative way of computing \((\hat{R}, \hat{t})\) is to reproject points \( P_D^i \) on the camera sensor by the camera intrinsic matrix \( K_C \) and estimate \( R \) and \( t \) which minimize the difference between the pixels \( p_C^i, i = 1, 2, ..., N \) with coordinates \( \mathbf{p}_C^i = [u_C^i, v_C^i] \) of
the images acquired by the standard camera $I_C$ corresponding to the checkerboard corners and the projection of $P^i_D$ on the camera sensor image plane, as

$$\begin{align*}
[\hat{R}, \hat{t}] &= \arg\min_{[R, t]} \frac{1}{N} \sum_{i=1}^{N} \left\| \begin{bmatrix} P^i_C \end{bmatrix} - K_C [R P^i_D + t] \right\|_2 \\
&= (4.5)
\end{align*}$$

This minimization can be solved by classical optimization techniques (e.g., gradient descent) starting from the estimates of $R$ and $t$ obtained from the Horn algorithm. As it will be shown in the subsequent chapters of this book, there are applications requiring to associate the 3D coordinates of a scene point acquired by a depth camera $D$ with its color acquired by a color camera $C$. The color of the point is typically obtained by back-projecting the 3D point computed by $D$ to the color image $I_C$ (and by interpolating the color value in correspondence of the typically non-integer coordinates of the back-projected point).

Summarizing, there are two main algorithmic choices in the calibration of a system made by a standard camera $C$ and a range camera $D$ (either a ToF camera $T$ or a Kinect™ range camera $K$), namely:

- the first choice is the selection between the homography-based and the direct depth measurement approach for obtaining the 3D coordinates of the checkerboard corners acquired by $D$. The main advantage of the former approach is that the calibration precision and accuracy are not affected by the precision and the accuracy of the depth measurements of $D$. The main advantage of the latter approach, instead, is that the calibration accounts for the nature of the measurements performed by $D$, leading therefore to a better synergy between the data acquired by the two imaging systems.

- The second choice concerns the selection of the optimization criterion for the estimation of $R$ and $t$. The two options are the absolute-orientation approach and the reprojection-error minimization approach. The former generally implies an easier task and an exact solution, but the latter leads to better performances for most applications.

The calibration errors can be computed with respect to a set of 3D points $P^j$, $j = 1, 2, \ldots, J$ different from the points $P^i$, $i = 1, 2, \ldots, N$ used to compute $\hat{R}$ and $\hat{t}$ in (4.4) or (4.5). In the case of $[\hat{R}, \hat{t}]$ obtained from (4.4) it can be computed as:

$$e_1 = \frac{1}{J} \sum_{j=1}^{J} \left\| P^j_C - [\hat{R} P^j_D + \hat{t}] \right\|_2 \\
(4.6)$$

Instead in case of $[\hat{R}, \hat{t}]$ obtained from (4.5) it is given by:

$$e_2 = \frac{1}{J} \sum_{j=1}^{J} \left\| \begin{bmatrix} P^j_C \end{bmatrix} - K_C [P^j_C - [\hat{R} P^j_D + \hat{t}]] \right\|_2 \\
(4.7)$$
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Calibration error $e_1$ is measured in $[\text{mm}]$ and it is typically smaller than $10[\text{mm}]$. Calibration error $e_2$ is measured in $[\text{pxl}]$ and it is typically smaller than $1[\text{pxl}]$, with XGA camera with $3.5 \text{mm}$ optics.

4.3.2 Calibration of a system made by a stereo vision system and a ToF camera or a Kinect™

The calibration of a system made by a stereo vision system $S$ and an alternate depth measurement system $D$ made by a ToF camera $T$ or a Kinect™ range camera $K$ is considered next. The most common methods proposed in order to accomplish this task are the ones of [10, 16]. The heterogeneous system in this case is made by two depth cameras of different type.

As in the cases of Section 4.3.1, the first step of the heterogeneous systems calibration is the independent calibration of the depth camera $D$ and of the stereo vision system $S$. The two standard cameras of $S$ must also be rectified, and the images $I_S$ acquired by $S$ are assumed to be compensated (i.e., undistorted) and rectified.

The second step of the heterogeneous systems calibration is the estimation of the relative positions of $S$ and $D$, i.e., the estimation of the roto-translation $(R,t)$ between the $S$-3D and the $D$-3D reference systems. The procedure for estimating $(R,t)$ can be summarized as:

1. Extraction of the calibration checkerboard corners from the color images $I_S$. This gives a set of pixels $p'_L, i = 1,\ldots,N$ with coordinates $p'_L = [u'_L,v'_L]^T$ on the images acquired by the left camera $L$ of the stereo pair and the conjugate pixels $p'_R, i = 1,\ldots,N$ with coordinates $p'_R = [u'_R - d,v'_L]^T$ on the images acquired by the right camera $R$, where $d$ is the disparity.
2. Extraction of the checkerboard corners from the IR images $I_D$ acquired by $D$. This gives a set of pixels $p'_D, i = 1,\ldots,N$ on the images $I_D$.
3. Computation of the 3D coordinates of the two sets of corners with respect to the $S$-3D and $D$-3D reference systems respectively. The stereo system $S$ computes by triangulation 3D points $P'_S, i = 1,2,\ldots,N$ with coordinates $P'_S = [x'_S,y'_S,z'_S]^T$, with respect to the $S$-3D reference system relative to the pairs $(p'_L,p'_R), i = 1,\ldots,N$.
   The depth camera $D$ associates the pixels $p'_D, i = 1,2,\ldots,N$ of the IR images to the points $P'_D, i = 1,2,\ldots,N$ directly computed by the depth-camera, which have coordinates $P'_D = [x'_D,y'_D,z'_D]^T$ with respect to the $D$-3D reference system.
4. Estimation of the roto-translations $(R,t)$ between the 3D reference systems of the two depth cameras either by solving the absolute orientation problem or by minimizing the reprojection error.

The estimation of $(R,t)$ by Horn algorithm in this case can be written as

$$[\hat{R}, \hat{t}] = \arg\min_{[R,t]} \frac{1}{N} \sum_{i=1}^{N} \left\| P'_S - [RP'_D + t] \right\|_2$$

(4.8)
The estimation of \((R, t)\) can also be performed similarly to (4.5) by accounting for the reprojection error on the \(L\) and \(R\) images, as

\[
[\hat{R}, \hat{t}] = \arg\min_{[R, t]} \frac{1}{2N} \sum_{i=1}^{N} \left( \left\| P_L^i \right\|_2 - k_S[R_P^i + t] \right) + \left\| P_R^i \right\|_2 - k_S[R_P^i + t - b] \right) \tag{4.9}
\]

where \(k_S\) is the intrinsic parameters matrix of both the \(L\) and \(R\) cameras of the rectified stereo vision system with baseline \(b\) and \(b = [-b, 0, 0]^T\) is the vector with the coordinates of the origin of the \(R\)-3D reference system with respect to the \(L\)-3D reference system. The expression of \(b\) assumes that the \(L\)-3D and \(R\)-3D reference systems have the axis oriented according to the right-hand orientation convention as shown in Figure 1.6 (we assumed that the \(L\)-3D reference system is the \(S\)-3D reference system).

In the case of an heterogeneous system made by a range camera and a stereo vision system, the choice between absolute orientation or reprojection error minimization depends on the specific application. For instance, if the application calls for the fusion of the 3D scene geometry estimates of the stereo vision system and of the depth camera, it is worth optimizing absolute orientation, since in this case a good synergy between the data acquired by the two depth imaging systems is important. If the application, instead, reprojects the 3D geometry estimates performed by \(D\) on the images acquired by \(L\) and \(R\) for further processing, it is worth minimizing the reprojection error.

The calibration error can be computed with respect to a set of points \(P_S^j\) and \(P_D^j\) with \(j = 1, 2, ..., J\) different from the points used to estimate \(R\) and \(t\) in (4.8) and (4.9). In case of \([R, t]\) given by (4.8) the calibration error is

\[
e_1 = \frac{1}{J} \sum_{j=1}^{J} \left\| P_S^j - [\hat{R}P_D^j + \hat{t}] \right\|_2 \tag{4.10}
\]

and it is measured in \([mm]\), while in case of \([R, \hat{t}]\) given by (4.9) it is

\[
e_2 = \frac{1}{2J} \sum_{j=1}^{J} \left( \left\| P_L^j \right\|_2 - k_S[R_P^j + t] \right) + \left\| P_R^j \right\|_2 - k_S[R_P^j + t - b] \right) \tag{4.11}
\]

and it is measured in \([pxl]\).

Calibration error \(e_1\) is typically smaller than \(10[mm]\) and \(e_2\) is typically smaller than \(1[pxl]\), with XGA cameras with \(3.5[mm]\) optics.

### 4.4 Conclusions and further readings

The ultimate goal of this chapter is to give the notions needed to jointly calibrate standard cameras and depth cameras, such as a ToF camera and a Kinect\(^\text{TM}\) range
camera, for their combined usage. This requires to consider first the calibration of individual color and depth imaging systems.

The calibration of a standard camera is of fundamental relevance for the calibration of all the other imaging systems, both from the conceptual and the operational point of view. The reader interested to more details about camera calibration can find image processing and corner detection techniques in [17, 18], projective geometry in [7, 19] and numerical methods in [20]. Classical camera calibration approaches are the ones of [3, 4, 5]. Some theoretical and practical hints can also be found in [6].

The principles of stereo vision system calibration are reported in [6], and open source implementations of stereo vision calibration algorithms are in the MATLAB Camera Calibration Toolbox [8] and in the calibration routines of OpenCV [9].

ToF camera calibration theory and practice is presented in [10, 12, 11]. A basic fundamental reading for the calibration of matricial active triangulation cameras, such as the Kinect™ range camera, is [13]. An example of calibration of a system made by a standard camera and a range camera is reported in [21] and the calibration of heterogeneous systems made by a stereo vision system and by a range camera is reported in [10, 16, 11].

References

Chapter 5
Fusion of Depth Data with Standard Cameras

Data

The depth camera possibilities and the limitations seen in the previous chapters may naturally prompt questions like “Is a depth camera enough for my application?” or “May one or more standard cameras help it?”. Depth cameras can only provide 3D geometry information about the scene. If an application needs color, the usage of one or more color standard cameras becomes necessary. This is for instance the case of scene segmentation by means of color and geometry (treated in Chapter 6).

ToF cameras are generally characterized by low spatial resolution (Chapter 2) and Kinect™ by poor edge localization (Chapter 3). Hence a depth camera alone is not suited for the estimate of precise high-resolution 3D geometry near depth discontinuities. If such information is desired, it is worth coupling a depth camera with a standard camera. For instance, hand or body gesture recognition and alpha-matting applications might benefit from this kind of heterogeneous acquisition systems.

If the accuracy or the robustness of depth cameras measurements are not adequate, in particular in the near range, one may consider an acquisition system made by a depth camera and a stereo system. This solution can also reduce occlusions effects between color and 3D geometry information. 3D video production and 3D reconstruction are applications where this kind of setup may be beneficial.

This chapter analyzes all the issues related to the combination of depth data with standard cameras. For a synergic data combination it is firstly necessary to register the depth and standard camera data as discussed in the next section. The usage of a standard camera together with a depth camera allows to increase the spatial resolution of the depth map. This is why this possibility is called spatial super-resolution. Super-resolution can be obtained either by deterministic or probabilistic methods, each one with advantages and disadvantages, as explained in Section 5.2 and 5.3.

Another intriguing possibility, treated in Section 5.4 is the fusion of the depth data obtained from a depth camera with the depth data obtained by a stereo system.
5.1 Acquisition setup and data registration

Figure 5.1 shows some examples of the two types of acquisition systems considered in this chapter. The first one is made by a depth camera (either a Kinect™ or a ToF) and a single standard camera, while the second one by a depth camera and a couple of standard cameras.

Let us consider first the setup made by a ToF camera $T$ and a standard color camera $C$. Note that if $C$ and $T$ are in different positions the color and depth streams refer to two different viewpoints. This can only be avoided by using an optical splitter on both devices as proposed in [1]. This approach, however, increases system costs and introduces a number of undesirable effects. Notably the splitter affects the optical power and thus the distances measured by the ToF [19] and the IR emitters must be moved out of the ToF camera. For all these reasons, it is way simpler to place a ToF and a standard camera on a rig as close as possible.

In the case of the Kinect™ both its depth and color cameras are embedded in it, but even though camera and depth sensor are placed very close, they are not co-positioned.

Either in the case of a color camera coupled with a ToF camera or in the case of the Kinect™, the output data will be of the same type, i.e., a color and a depth stream relative to two slightly different viewpoints.

Figure 5.2 (a-d) shows an example of the data acquired by a color camera (i.e., an high resolution color image a)) combined with a ToF camera (i.e., a low resolution depth map b), a low resolution intensity image c) and a low resolution confidence map d)). Figure 5.2 (e-g) shows the data of the same scene acquired by the Kinect™.
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Figure 5.3 shows instead an example of how, no matter how closely a standard camera and a ToF camera are placed, their two images will refer to slightly different viewpoints, and some regions visible from the camera viewpoint will not be visible from the ToF viewpoint or vice-versa.

![Example of data acquired by a setup made by a ToF camera and a standard camera (a-d) and by a Kinect (e-g): a) color image acquired by the standard camera; b) depth map acquired by the ToF camera; c) amplitude image acquired by the ToF camera; d) confidence map of the ToF camera; e) color image acquired by the Kinect; f) depth map acquired by the Kinect; g) amplitude image acquired by the Kinect.](image)

**Fig. 5.3** Example of occlusion issues: note how the background in the region between the teddy-bear and the collector is visible from the camera viewpoint but not from the viewpoint of the ToF camera.

Let us recall that it is necessary to calibrate the acquisition set-up as seen in Chapter 4 in order to obtain a common reference system for the color and the depth data streams provided by the two imaging systems. Once a reference system is available, one may obtain the following types of output:
• a color image and a depth map corresponding to the viewpoint of the color camera;
• a color image and a depth map corresponding to the viewpoint of the ToF camera (or of the Kinect™ IR camera);
• a colored 3D point cloud representing the scene;
• a textured 3D mesh representing the scene.

Images and depth maps are typically more suited to 3D video applications, while 3D textured meshes or colored point clouds are more suited to applications concerning 3D scene reconstruction or navigation.

In order to obtain an image $I_C$ and a depth map $Z_C$ referred to the viewpoint of the color camera $C$, each sample $p_D \in Z_C$ which is associated to a 3D point $P_D$ with coordinates $P_D = [x_D, y_D, z_D]^T$ acquired by the range camera $D$ (either a ToF camera or a Kinect™ range camera) must be reprojected to pixel $p_C \in I_C$ with coordinates $p_C = [u_C, v_C]^T$ according to:

$$
\begin{bmatrix}
    p_C \\
    1
\end{bmatrix} = \frac{1}{z_C} \hat{K}_C [\hat{R} \hat{t}] \begin{bmatrix}
    P_D \\
    1
\end{bmatrix}.
$$

(5.1)

where $z_C = r_3^T P_D + t_z$. In expression (5.1) $r_3^T$ is the third row of $\hat{R}$, $t_z$ the third component of $\hat{t}$, $\hat{K}_C$ the estimated intrinsic parameters matrix of $C$ and $(\hat{R}, \hat{t})$ the roto-translation between $C$ and $D$ estimated by calibration, as described in Chapter 4. The reprojection of the depth data samples $p_D \in Z_C$ on the color image $I_C$ defined on the 2D lattice $\Lambda_C$ associated to the $C$-2D reference frame by (5.1) produces a low resolution depth map $Z_L^C$ defined on a subset of $\Lambda_C$, since the resolution of $I_C$ is higher than that of $Z_D$. This is clearly shown by the examples of Figure 5.4.

![Fig. 5.4](image)

**Fig. 5.4** a) Reprojection of the samples acquired by the ToF camera on the color image; b) reprojection of the samples acquired by the Kinect™ range camera on the Kinect™ color image.

The reprojected depth samples need to be interpolated in order to associate a depth value to each pixel of $\Lambda_C$ and to obtain from $Z_L^C$ a depth map $Z_C$ with spatial
5.1 Acquisition setup and data registration

Resolution equal to that of $I_C$. Interpolation strategies for this task will be seen in Section 5.2. The artifacts introduced by the interpolation of depth information might however cause errors in the occlusion detection and the projection of some depth samples to wrong locations.

Reprojection (5.1) may also include samples occluded from the camera $C$ point of view. Occluded samples must be removed, since this may be critical for many applications. Removal can be achieved by building a 3D mesh from the depth map $Z_D$ and then by rendering it from the color camera viewpoint. The $Z$-buffer associated to the rendering can then be used in order to recognize the occluded samples. An example of $Z$-buffer-based algorithm is presented in [18]. Another possibility [21] is to use the 3D geometry acquired from the range camera $D$ in order to convert $I_C$ to an orthographic image where all the optical rays are parallel. Such a conversion makes trivial the fusion of depth and color data.

A different approach is needed for a representation of depth and color data from the $D$ viewpoint. The color camera provides only 2D information and the acquired pixels can not be directly reprojected to the $D$ viewpoint. In order to obtain a color image from the $D$ viewpoint it is, instead, necessary to build a 3D mesh from the depth map $Z_D$ acquired by $D$, reproject to $I_C$ the 3D vertexes of the mesh visible from the $C$ viewpoint in order to associate a color to the corresponding pixel of $Z_D$. Therefore from the $D$ viewpoint one may obtain a low resolution color image $I_D$ defined on the 2D lattice $\Lambda_D$ associated to the $D$-2D reference frame, and a low resolution depth map $Z_D$ defined on $\Lambda_D$. Since in this case the final resolution is the one of the ToF data, there is hardly any resolution change and no special interpolation strategies are needed. Interpolation is only needed for associating a color to the pixels of $Z_D$ occluded from the $C$ viewpoint.

As previously said, representations in term of images and depth maps are typical of 3D video applications, but in other fields such as 3D reconstruction or 3D object recognition, are more common 3D scene descriptions by way of colored point-clouds or textured meshes. In this case, the geometrical description, i.e., the point cloud or the mesh, can be obtained from the depth measurements by either a ToF or a Kinect™ range camera. The color of each acquired point or mesh triangle can then be obtained by projecting on the color camera image the point cloud points or the triangle vertexes by (5.1). After computing the point coordinates on the camera image, the actual color value can be computed from the closest image samples by image interpolation (e.g., bilinear, bicubic, spline, etc.). A similar procedure can be used for the texture coordinates of each 3D mesh triangle.

If the setup features a stereo system $S$ made by two color cameras and a depth camera $D$, multiple color and depth data streams are available and there are two major possibilities. The first one is to independently apply the previously described methods to each of the two cameras in order to reproject the acquired data on the $D$ viewpoint or on the viewpoint of one of the two cameras. The second possibility is the usage of stereo vision techniques [23] applied to the data acquired from the stereo system $S$ in order to compute the 3D positions of the acquired points. The 3D points obtained from the stereo can then be combined with the 3D data obtained from the depth camera $D$ with respect to a 3D reference system (either the $D$-3D or
the 5-3D reference systems) as described in Section 5.4. In this particular case, the adopted approach generally depends on the employed data fusion algorithm.

### 5.2 Depth data super-resolution: deterministic approaches

As seen in the previous section, calibration and reprojection make available an image $I_C$ (or $I_D$) and a depth map $Z^C_C$ (or $Z^D_D$) referring to the same viewpoint. Depth data typically have lower resolution and poorer edges localization. The better edges localization of color images is therefore suited to improve edges localization and spatial resolution of depth data, an operation often called depth data super-resolution.

A first possibility is to extract edge information from the color data by edge detection or segmentation techniques and to use it to assist the interpolation process. A segmentation process divides the color image in a set of regions called segments ideally corresponding to the different scene objects. It is reasonable to assume that inside a segment the depth varies smoothly and that sharp depth transitions between different scene objects occur at the boundaries between different segments. Figure 5.5 shows an example of segments containing the reprojected depth samples $Z^C_C$ from a range camera. The spatial resolution of depth map $Z^C_C$ may be increased to that of $Z^C_C$ by interpolation schemes computing the missing depth values only from the neighboring depth values inside each segment, i.e., each interpolated depth sample is only function of the samples within the same segment. This is equivalent to confine the low-pass action of the interpolation within each segment and to preserve sharp transitions between different segments.

![Fig. 5.5 Reprojection of the depth samples on the segmented color image in case of: a) an acquisition system made by a ToF camera and a standard camera; b) an acquisition system made by a Kinect™ and a standard camera.](image)

This concept inspires the method of [10], where the depth values are computed by bilinear interpolation of the reprojected depth samples inside each segment. In
particular this approach uses some heuristics on the 3D surface shape to compute the position that the depth samples reprojected outside the current segment would have if they lay on an extension of the surface corresponding to the considered segment. The samples predicted in this way are then used to improve interpolation accuracy at edge regions. This approach outperforms standard image interpolation techniques and can produce very accurate depth maps as shown in Figure 5.6. Its performance is limited by two main issues, namely by segmentation errors and by inaccuracies due to depth acquisition or to the calibration between depth and color cameras.

![Figure 5.6](image)

**Fig. 5.6** Super-resolution assisted by color segmentation: a) low resolution depth map acquired by a ToF camera; b) image acquired by a color camera; c) high resolution depth map obtained by Lanczos interpolation; d) high resolution depth map obtained with the aid of color information and segmentation by the method of [10]; e) detail of the high resolution depth map of c); f) detail of the high resolution depth map of d).

Segmentation is a very challenging task and, despite the large research activity in this field, currently there are no procedures completely reliable for any scene. As expected, segmentation errors or inaccuracies can lead to wrong depth sample assignments with artifacts in the estimated depth maps of the type shown in Figure 5.7. For example, the reprojected depth sample inside the green circle of Figure 5.7a belongs to the foreground but it has been wrongly assigned to the background because of calibration and segmentation inaccuracies. Figure 5.7b shows how the wrongly assigned depth sample is propagated inside the background by the interpolation algorithm. Inaccuracies in the calibration process or in the acquired depth samples can similarly bring the reprojected depth samples close to the boundaries between segments to “cross” them and to be assigned to wrong regions. A possible solution to segmentation issues is to replace segmentation by edge detection, which is a simpler and more reliable operation. However, cracks of the edges may allow the reprojected depth samples to be propagated out of the corresponding segments with consequent artifacts in the interpolated depth. False or double edges can affect the interpolation process as well. The artifacts due to the second issue may be reduced by more accurate calibration procedures, as described in Chapter 4. A further possibility is to either exclude or underweight reprojected depth values too close to the edges [10] in order to eliminate unreliable data from the interpolation process. Figure 5.7c shows how this provision eliminates some interpolation artifacts.
Instead of explicitly detecting color image edges, several recent works [28, 15] resort to range domain filtering techniques guided by color data to interpolate and filter depth information. The bilateral filter [25] is one of the most effective and commonly used edge-preserving filtering schemes. This filter computes the output value \( I_f(p^i) \) at pixel \( p^i \) with coordinates \( p^i = [u^i, v^i]^T \) as the weighted average of the pixels \( p^n, n = 1, ..., N \) with coordinates \( p^n = [u^n, v^n]^T \) in a window \( W^i \) surrounding \( p^i \) as most standard filters used in image processing. The key difference with respect to standard approaches is that the weights do not depend only on the spatial distance between \( p^i \) and each \( p^n \) in \( W^i \) but also on the difference between the color value of \( p^i \) and \( p^n \). More precisely \( I_f(p^i) \) is computed as the followings:

\[
I_f(p^i) = \frac{1}{n_f} \sum_{p^n \in W^i} G_s(p^i, p^n) G_r(I(p^i), I(p^n)) I(p^n)
\]  

(5.2)

where:

\[
n_f = \sum_{p^n \in W^i} G_s(p^i, p^n) G_r(I(p^i), I(p^n))
\]  

(5.3)

Expression (5.2) shows that the filter output at \( p^i \) is the weighted average of the image samples in \( W^i \) with weights obtained as product of a function \( G_s \) depending on the spatial distance between \( p^i \) and \( p^n \) with a function \( G_r \) depending on the color difference between \( I(p^i) \) and \( I(p^n) \). The spatial weighting function \( G_s \) is the standard Gaussian function used in low-pass filtering, i.e.:

\[
G_s(p^i, p^n) = \frac{1}{2\pi \sigma^2_s} e^{-\frac{(u^i-u^n)^2 + (v^i-v^n)^2}{2\sigma^2_s}}
\]  

(5.4)

In [25] the color weighting term \( G_r \) is also a Gaussian function applied to the difference between the color of the two samples:
\[ G_r(p^i, p^n) = \frac{1}{2\pi\sigma_r^2} e^{-\frac{\delta(I(p^i), I(p^n))^2}{2\sigma_r^2}} \]  

(5.5)

where \( \delta(I(p^i), I(p^n)) \) is a suitable measure of the difference between the colors of the two samples \( p^i \) and \( p^n \). It can be computed, for instance, as the euclidean distance between the colors of \( p^i \) and \( p^n \) in the CIELab color space [7].

In the considered setup where one has available a low resolution depth map \( Z_D \) acquired by a depth camera \( D \) and a high resolution color image \( I_C \) acquired by a color camera \( C \), a modified version of the bilateral filter allows to obtain a high resolution depth map defined on lattice \( \Lambda_C \). As noted in Section 5.1, the reprojection of \( Z_D \) on \( \Lambda_C \) gives a low resolution sparse depth map \( Z_{LC} \) defined on a subset \( \Gamma_L \). The high resolution color image \( I_C \) associates a color value \( I_C(p^i) \) to each sample \( p^i \in \Lambda_C \). Two different approaches can be considered in order to apply bilateral filtering.

The first one is to compute the filter output \( I_f(p^i) \) for each sample of the high resolution depth map using only the samples \( I_f(p^l) \) that are inside the window \( W_i \) and have an associated depth value, i.e., Equation (5.2) can be rewritten as:

\[ Z_{C,f}(p^i) = \frac{1}{\pi_f} \sum_{p^l \in \overline{W}} G_r(p^i, p^l) G_r(I_C(p^i), I_C(p^l)) Z_{LC}(p^l) \]  

(5.6)

where \( \overline{W} = W_i \cap \Gamma_L \) is the set of the low resolution depth map points falling inside window \( W_i \), and the normalization factor \( \pi_f \) is computed as

\[ \pi_f = \sum_{p^l \in \overline{W}} G_r(p^i, p^l) G_r(I_C(p^i), I_C(p^l)) \]  

(5.7)

It is important to note how in this case the range weighting factor \( G_r \) is not computed on the depth values but as the difference between the color of \( p^i \) and of \( p^l \) on the corresponding color image \( C \) acquired by the color camera. This approach is commonly called cross bilateral filtering to underline that the range weights come from a domain different from the one of the filtering operation, i.e. the filtering concerns depth data and \( G_r \) is computed from associated color data. Figure 5.8 shows an example of the results that can be achieved by this approach, note how the exploitation of the high resolution color information through the range weighting factor \( G_r \) allows to correctly locate and preserve the edges.

The second possibility is given by the following two-steps procedure:

a) interpolate the depth map \( Z_{LC} \) by a standard image interpolation algorithm (e.g. spline interpolation) in order to obtain a high resolution depth map \( Z_C \) defined on the high resolution lattice \( \Lambda_C \);

b) obtain the final high resolution depth map \( Z_{C,f} \) by applying the bilateral filter to \( Z_C \) with the range weighting factor \( G_r \) computed as before, i.e., as the difference between the color of \( p^i \) and of \( p^l \) on the corresponding color image \( I_C \), i.e.:
Fusion of Depth Data with Standard Cameras Data

\[ Z_{C,f}(p') = \frac{1}{n'_f} \sum_{p^n \in W_i} G_s(p', p^n) G_r(I_C(p'), I_C(p^n)) Z_C(p^n) \quad \text{(5.8)} \]

with \( n'_f = \sum_{p^n \in W_i} G_s(p', p^n) G_r(I_C(p'), I_C(p^n)) \).

Note that after the interpolation of step \( a) \) depth and color are defined on the same lattice, and this allows to use all the samples of window \( W_i \) for the interpolation.

A similar approach has been employed in [15] with the non-local means filter [6] in place of the bilateral filter. The main difference between non-local means and bilateral filter is that the range weighting factor of the former is computed from two windows surrounding the two samples \( p' \) and \( p^n \) instead of just from the two samples \( p' \) and \( p^n \). Furthermore this approach explicitly handles depth data outliers, which are quite common in the data acquired by current depth cameras.

5.3 Depth data super-resolution: probabilistic approaches

Probabilistic approaches offer an interesting alternative for depth data super-resolution. Before describing this family of methods, it is worth introducing some basic concepts and notation. A depth map \( Z \) can be considered as the realization of a random field \( \mathcal{Z} \) defined over a 2D lattice \( \Lambda_Z \). The random field \( \mathcal{Z} \) can be regarded as the juxtaposition of the random variables \( Z^i \) defined over a 2D lattice \( \Lambda_Z \), \( i = 1, \ldots, J_i \) in a given range \( \mathcal{Z} \). The specific realization of \( Z^i \) is denoted as \( z^i \).

In the considered case the high resolution version of the depth distribution can
be seen as a Maximum-A-Posteriori (MAP) estimate of the most probable depth distribution $\hat{Z}$ given the acquired depth measurements $M^1$, i.e.:

$$\hat{Z} = \arg\max_{Z \in \mathcal{Z}} P(Z|M) \tag{5.9}$$

where $\mathcal{Z}$ is the random field of the framed scene depth distribution and $Z$ is a specific realization of $\mathcal{Z}$. The random field $\mathcal{Z}$ is defined on a lattice $\Lambda_Z$ that can be either the depth camera lattice $\Lambda_D$ or the color camera lattice $\Lambda_C$ or an arbitrary lattice different from the source data lattices (e.g., a lattice associated to a virtual camera placed between $D$ and $C$). The choice of this lattice is a first major design decision. In this section we assume to operate on a suitable high resolution lattice (e.g., $\Lambda_C$) where depth and color data have been reprojected and interpolated as described in Sections 5.1 and 5.2. The random field $\mathcal{Z}$ is therefore made by a set of random variables $Z^i \triangleq Z(p^i), p^i \in \Lambda$.

From Bayes rule, Equation (5.9) can be rewritten as

$$\hat{Z} = \arg\max_{Z \in \mathcal{Z}} \frac{P(M|Z)P(Z)}{P(M)} = \arg\max_{Z \in \mathcal{Z}} P(M|Z)P(Z) \tag{5.10}$$

where in the considered case $P(M|Z) = P(Z_D|Z)$ is the likelihood of the measurements made by the depth camera $D$ given scene depth distribution $Z$, and $P(Z)$ is the prior probability of the scene depth distribution. Field $\mathcal{Z}$ can be modeled as a Markov Random Field (MRF) defined on the considered lattice. Markov Random Fields extend the concept of Markov chains to regular 2D fields such as images or depth maps. A detailed presentation of the theory behind these representations is out of the scope of this book but can be found in many places, e.g., [17]. The MRF are suited to model the relationships between neighboring pixels in the high resolution lattice, i.e., the typical structure of depth information made by smooth regions separated by sharp edges.

Let us recall that by definition $\mathcal{Z}$ is a MRF if

$$P(Z|Z^n : Z^n \triangleq Z(p^n), \forall p^n \in \Lambda_Z \setminus \{p^i\}) = P(Z|Z^n : Z^n \triangleq Z(p^n), \forall p^n \in N(p^i)), \forall p^i \in \Lambda_Z \tag{5.11}$$

in which $N(p^i)$ is a suitable neighborhood of $p^i$. It is possible to demonstrate [17] that $\mathcal{Z}$ is characterized by a Gibbs distribution. Therefore the MAP problem of Equation (5.10) after some manipulation can be expressed as the minimization of energy function

$$U(Z) = U_{\text{data}}(Z) + U_{\text{smooth}}(Z) = \sum_{p^i \in \Lambda_Z} V_{\text{data}}(p^i) + \sum_{p^i \in \Lambda_Z} \sum_{p^n \in N(p^i)} V_{\text{smooth}}(p^i, p^n) \tag{5.12}$$

1 In this section the set of depth measurements $M$ comes from a single depth camera, i.e., either a Kinect$^\text{TM}$ or a ToF camera, while in Section 5.4 depth data come from two different depth cameras of which one is a stereo vision system.
Energy $U(Z)$ it is the sum of two energy terms: a data term $U_{\text{data}}$ modeling the probability that depth assumes a certain value at $p'$, and a smoothness term $U_{\text{smooth}}$ modeling the dependency of the depth value at $p'$ from its neighbors $p^n \in N(p')$. The first term typically accounts for the depth camera measurements, while the second term models the fact that depth maps are made by smooth regions separated by sharp edges. A simple possibility is to just use $U_{\text{smooth}}$ to enforce the smoothness of the depth map. In this way the available high resolution color information would not be exploited and an interesting alternate option used in several approaches [9, 20, 14] is taking into account color information in the construction of the MRF associated to the depth data. As shown in Figure 5.9, the basic idea is that the dependency of $Z'$ from its neighbors $Z^n \triangleq \{Z(p^n), p^n \in N(p')\}$ is stronger when the samples have similar colors and weaker when the samples have different colors. This models the fact that samples with similar colors are more likely to lie on the same object and thus to have similar depth values, while depth information edges are probably aligned with color data edges.

![Fig. 5.9 Pictorial illustration of the energy functions used in depth super-resolution: the $V_{\text{data}}$ term (shown in blue) depends on the depth camera measurements, while the $V_{\text{smooth}}$ term affects the strength of the links (in red) representing the dependency of each depth sample from its neighbors.](image)

Typically the data term $U_{\text{data}}$ is the sum of a set of potentials $V_{\text{data}}(p')$, one for each sample of the lattice (the blue circles in Figure 5.9). The potential $V_{\text{data}}(p')$
based on the depth camera measurements can be expressed as a function of the difference between the considered value and value \(Z_D(\mathbf{p}_i)\) actually measured by the depth camera. All the proposed approaches use an expression of the form

\[
V_{data}(\mathbf{p}_i) = k_1 \left| z_i - Z_D(\mathbf{p}_i) \right|^2
\]

(5.13)

where \(k_1\) is a constant weighting factor used to balance the data term with respect to the smoothness term \(U_{smooth}\).

The smoothness term \(U_{smooth}\) modeling the dependency of each sample from its neighbors (represented by the links with the red squares in Figure 5.9) can be expressed as the sum of a set of potentials \(V_{smooth}(\mathbf{p}_i, \mathbf{p}_n)\) defined on each couple of neighboring points on the considered lattice. The potentials \(V_{smooth}(\mathbf{p}_i, \mathbf{p}_n)\) can be defined in different ways, but the most common solution is to model them as a function of the difference between the considered value \(z_i\) and its neighbors \(z_n\), i.e.:

\[
V_{smooth}(\mathbf{p}_i, \mathbf{p}_n) = V_{smooth}(z_i, z_n) = w_{i,n} \left| z_i - z_n \right|^2
\]

(5.14)

where \(w_{i,n}\) are suitable weights modeling the strength of the relationship between close points. They are the key element for this family of approaches: weights \(w_{i,n}\) not only model the depth map smoothness but also provide the link between the depth data and the associated color image acquired by the standard camera. If \(z_i\) and \(z_n\) are associated to samples of similar color on the camera image they probably belong to the same region and thus there should be a strong link between them. If they correspond to samples of different color the smoothness constraint should be weaker. The simplest way to account for this rationale is to compute the weight \(w_{i,n}\) linking \(z_i\) to \(z_n\) as a function of the color difference between the associated color samples \(I_C(\mathbf{p}_i)\) and \(I_C(\mathbf{p}_n)\), for instance by an exponential function [9, 14]:

\[
w_{i,n} = e^{-k_2 \delta(I_C(\mathbf{p}_i), I_C(\mathbf{p}_n))^2}
\]

(5.15)

where \(\delta(I_C(\mathbf{p}_i), I_C(\mathbf{p}_n))\) is a measure of the color difference between the two samples at location \(\mathbf{p}_i\) and \(\mathbf{p}_n\) (e.g., in the simplest case, the absolute value of the difference between their intensity values) and \(k_2\) is a tuning parameter. Needless to say, this simple model can be easily extended in order to feed the probabilistic model with many other clues, such as the segmentation of the color image, the output of an edge detection algorithm, or other image characteristics [20].

Depth distribution \(\hat{Z}\) is finally computed by finding the depth values that maximize the Maximum-A-Posteriori (MAP) probability (5.12) modeled by the MRF. This problem can not be subdivided into smaller optimization problems and needs to be solved by complex global optimization algorithms, such as Loopy Belief Propagation [22] or Graph-cuts [4]. The theory behind these optimization methods, rather general and powerful, can be found in [17, 3, 23, 24]. The choice of the specific optimization algorithm is another important element for the depth interpolation algorithm.
5.4 Fusion of data from a depth camera and a stereo vision system

Another interesting possibility to overcome the data limitations of current depth cameras and to provide both color and 3D geometry information is to use an acquisition setup made by a range camera \( D \) (either a ToF camera or a Kinect\(^\text{TM} \)) and a couple of color cameras used as an autonomous stereo vision system \( S \). In this case, both the stereo vision system \( S \) and the range camera \( D \) are able to independently estimate the 3D scene geometry. Moreover each camera of the stereo vision system provides color information.

The quantities that characterize such an acquisition system are:

- the color images pair \( I_S = \{I_L, I_R\} \) acquired by the stereo system \( S \) (being \( I_L \) the image acquired by the left camera \( L \) and \( I_R \) the image acquired by the right camera \( R \)); \( I_L \) is defined on lattice \( \Lambda_L \) associated to the \( L \)-2D reference system, and \( I_R \) is defined on lattice \( \Lambda_R \) associated to the \( R \)-2D reference system;
- The depth map \( Z_S \) estimated by the stereo vision system from the color images \( I_S \), conventionally defined on lattice \( \Lambda_L \);
- The full information \( F_D = \{A_D, Z_D, (B_D)\} \) acquired by the depth camera \( D \), where \( A_D \) is an amplitude image, \( Z_D \) a depth map and \( B_D \) an intensity image (\( A_D \) and \( B_D \) may not be made available by all the commercial products). All these quantities are defined on lattice \( \Lambda_D \) associated to the \( D \)-2D reference system.

Calibration (that can be performed as described in Chapter 4) allows to spatially relate the 3D geometry information provided by \( D \) and the 3D geometry and color information provided by \( S \). Calibration is both a necessary and a critical step for the fusion of the data acquired by \( D \) and \( S \).

The rationale behind the fusion of data from a depth camera and a stereo vision system is to provide 3D geometry estimates with characteristics of accuracy, precision, depth resolution, spatial resolution and robustness superior in all or some aspects to those of the original data from the range camera or the stereo system. Most of the proposed methods were originally tailored to the case of ToF cameras, as the introduction of the Kinect\(^\text{TM} \) is very recent and the combination of this device with stereo systems is still a quite unexplored field. Anyway, most of the actual approaches can be generally adapted to the case of a Kinect\(^\text{TM} \).

The fusion of depth information coming from a range camera \( D \) and a stereo vision system \( S \), seen in the previous section, can be formalized by the MAP probabilistic approach (5.9) that can be rewritten by Bayes rule as in (5.10). In this case the data \( M \) measured by the acquisition system are the full information \( F_D \) acquired by \( D \) and the color images \( I_S \) acquired by \( S \). \( Z \) is the random field of the framed scene depth distribution, defined on \( \Lambda_Z \), which as in the case of super-resolution can be \( \Lambda_D \), \( \Lambda_S \) or another lattice (e.g., a lattice associated to a virtual camera placed between \( L \) and \( D \)). The choice of lattice \( \Lambda_Z \) is a major design decision when fusing data from \( S \) and \( D \). Approaches like [30, 29, 31] adopt \( \Lambda_S = \Lambda_D \), while other approaches such as [8] adopt \( \Lambda_D = \Lambda_Z \). The choice of \( \Lambda_S \) leads to high
resolution depth map estimates (i.e., to depth maps with the resolution of stereo images $I_S$), while the choice of $\Lambda_D$ leads to low resolution depth map estimates. It is worth noting that although the choice of $\Lambda_D$ does not improve the depth map resolution, it may also be of interest since it leads to more accurate estimates, as explained later in this section.

Another fundamental characteristic that defines the random field $\mathcal{Z}$ is the range of values that each random variable $Z^i = \mathcal{Z}(p^i)$ can assume. Each random variable $Z^i$ assumes values in the discrete alphabet $z^{ij} \in [\text{z}_{\text{min}}, \text{z}_{\text{max}}]$ where $\text{z}_{\text{min}}$ is the nearest measurable distance (e.g., 500 mm) for a Kinect$^{TM}$ and $\text{z}_{\text{max}}$ is the furthest measurable distance (e.g., $5 \times 10^3$ mm) for a ToF camera with modulation frequency $f_{\text{mod}} = 30$ MHz. Note that also the distances measured by a stereo vision system are bounded by the choice of a minimum and a maximum disparity value. The choice of $\text{z}_{\text{min}}$ and $\text{z}_{\text{max}}$ is the second major design decision which has to account for the characteristics of $D, S$ and of the framed scene (prior knowledge of minimum and maximum depth of the scene to be acquired is rather common). It is also worth pointing that alphabet values $z^{ij}$ and alphabet cardinality $J'$ depend on $p^i$.

The likelihood term $P(I_S,F_D|Z)$ accounts for the depth information acquired by both $D$ and $S$. Under the common assumption that the measurement likelihoods of the two 3D acquisition systems (in this case $D$ and $S$) are independent [13, 8, 30, 29, 31], the likelihood term can be rewritten as

$$P(I_S,F_D|Z) = P(I_S|Z)P(F_D|Z) \quad (5.16)$$

where $P(I_S|Z)$ is the likelihood of the $S$ measurements and $P(F_D|Z)$ the likelihood of the $D$ measurements. Therefore in this case the MAP problem of Equation (5.10) can be rewritten as:

$$\hat{Z} = \arg \max_{Z \in \mathcal{X}} P(Z|I_S,F_D) = \arg \max_{Z \in \mathcal{X}} P(I_S|Z)P(F_D|Z)P(Z) \quad (5.17)$$

Each one of the two likelihoods $P(I_S|Z)$ and $P(F_D|Z)$ can be computed independently for each pixel $p^i \in \Lambda_Z$. Let us consider first $P(I_S|Z)$ and observe that from (1.15) the left camera pixel $p^i$ with coordinates $p^i = [u^i, v^i]^T$ and the depth values $z^{ij}$ identify a set of 3D points $P^{ij}$ with coordinates $P^{ij} = [x^{ij}, y^{ij}, z^{ij}]^T \ j = 1, \ldots, J_i$. Such points are projected on the conjugates pairs $(p^{ij}_L, p^{ij}_R)$. Therefore the likelihood $P(I_S|Z)$ can be regarded as the set of $P(I_S|P^{ij}) \triangleq P(I_S|Z = z^{ij}) \ j = 1, 2, \ldots, J_i$. The stereo measurements likelihood for $P^{ij}$ can be computed by comparing the $I_s$ image in $W^{ij}_L$, a window centered at $p^{ij}_L$, and the $I_R$ image in $W^{ij}_R$, a window centered at $p^{ij}_R$. In principle the two windows are very similar if $z^{ij}$ is close to the correct depth value, while they are different if $z^{ij}$ is different from the correct depth value. The likelihood therefore assumes high values if the windows $W^{ij}_L$ and $W^{ij}_R$ have a high similarity score and low values if the windows have low similarity score. Most stereo vision systems compute a cost function $c_{ij} = \mathcal{C}(p^{ij}_L, p^{ij}_R)$ representing the similarity between the two windows and the likelihood of a set of points $P^{ij}$,
\( i = 1, 2, ..., J \) can be computed as a function of \( c_{i,j} \), for instance by an exponential model as:

\[
P(I_{S}|P^{i,j}) \propto e^{-\frac{c_{i,j}}{\sigma_S} \sigma_S^2}\]

(5.18)

where \( \sigma_S \) is a normalization parameter, experimentally found on the basis of the color data variance. The cost function \( C \) can be any of the different functions used in stereo vision techniques [23], such as a simple Sum of Squared Differences (SSD):

\[
c_{i,j} = \sum_{p_L^i \in W_{L}^{i,j}, p_R^i \in W_{R}^{i,j}} [I_L(p_L^i) - I_R(p_R^i)]^2\]

(5.19)

The windows \( W_{L}^{i,j} \) and \( W_{R}^{i,j} \) can be for instance rectangular windows centered at \( p_{L}^{i,j} \) and \( p_{R}^{i,j} \) respectively. Stereo cost computation is pictorially shown in Figure 5.10, where the cost value \( c_{i,j} \) relative to a specific realization \( z' \) of \( Z' \) is simply denoted as \( c_i \).

**Fig. 5.10** Pictorial illustration of stereo costs computation. Different 3D points associated to different depth measurements (green dots) project to different pairs of possible conjugate points. For each pair of possible conjugate points a matching cost (shown in the plot) is computed by locally comparing the stereo images in windows (red rectangles) centered at the relative conjugate points.
The depth cameras likelihood \( P(F_D|Z) \) for a given point \( P^{i,j} \) can be regarded as the set of \( P(F_D|P^{i,j}) \triangleq P(F_D|Z' = z^{i,j}) \), \( j = 1, 2, \ldots, J \) and can be computed by analyzing the measurement errors of depth cameras. Let us recall that depth cameras measurements are generally characterized by random errors distributed along the cameras optical rays (Chapters 2 and 3). For example, in the case of a ToF camera, the depth random error is characterized by a Gaussian distribution along the optical rays (at least for the measured points far from depth discontinuities) with standard deviation \( \sigma_P \) that can be obtained from (2.11), as hinted by Figure 5.11. For the Kinect™ case, the error distribution is less regular, but the error is always distributed along the Kinect™ IR camera optical rays.

Since in both the cases of ToF cameras or Kinect™ the error is distributed along the optical rays, the \( D \) likelihood terms \( P(F_D|Z' = z^{i,j}) \) can be independently considered for each point of lattice \( \Lambda_Z = \Lambda_D \). The choice of \( \Lambda_D \) for the estimated depth random field allows to exploit this property (and this is why the choice of \( \Lambda_D \) as lattice for \( \mathcal{Z} \) is not naive).

Let us suppose that the depth estimation error is distributed as a Gaussian. The depth camera measurements likelihood for a set of 3D points \( P^{i,j}, \ j = 1, 2, \ldots, J \) relative to \( p^i \in \Lambda_Z \) can be computed as:

\[
P(F_D|P^{i,j}) \propto e^{-\frac{(z^{i,j}-Z_D(p^i_D))^2}{\sigma_D^2}}
\]

where \( z^{i,j} \) is the depth coordinate of \( P^{i,j} \), \( Z_D(p^i_D) \) is the measured depth coordinate, \( p^i_D \) is the pixel of lattice \( \Lambda_D \) associated to \( P^{i,j} \). Parameter \( \sigma_D \) is a suitable function of the depth data variance and noise, e.g., in [8] it depends both on the variance of the 3D point positions \( \sigma_P \) and on the local variance of the depth measurements inside a window centered at \( p^i_D \).

The last term of Equation (5.17) to model is prior \( P(Z) \) which can be modeled...
in two ways, namely by an independent random variable approach or by a MRF approach, as seen next.

### 5.4.1 Independent random variable approach

The first approach (explicitly adopted in [8] and implicitly in [27]) models $Z$ as a juxtaposition of independent random variables $Z_i \triangleq Z(p_i), p_i \in \Lambda$, where $\Lambda$ is the considered lattice (either $\Lambda_S$, $\Lambda_D$ or another lattice). These variables are characterized by prior probability $P(z_i, j) \triangleq P(Z_i = z_i, j)$, which for instance in [8] is a discrete uniform distribution in $[z_{\text{min}}, z_{\text{max}}]$. The uniform probability distribution model does not impose any specific structure to the scene depth distribution (e.g., piecewise smoothness). In this case the MAP problem of (5.17) can be simplified and the smoothness term can be removed from the minimization of the energy function $U(Z)$, i.e.:

$$U(Z) = U_{\text{data}}(Z) = U_S(Z) + U_D(Z) = \sum_{p' \in \Lambda_Z} V_S(p') + \sum_{p' \in \Lambda_Z} V_D(p') \quad (5.21)$$

Data term $U_{\text{data}}$ accounts both for the contribution of the stereo system $S$ (through the energy function $U_S(Z)$ and the corresponding potentials $V_S(p')$) and the contribution of the depth camera (through $U_D(Z)$ and the corresponding potentials $V_D(p')$).

More precisely, $V_S(p')$ depends on the cost function $C$ of the stereo system. For instance, if the model of Equation (5.18) is used for the cost function, $V_S(p')$ can be computed as:

$$V_S(p') = \frac{1}{\sigma_S^2} c_i \quad (5.22)$$

The potentials $V_D(p')$ instead depend on the measurements of the depth camera, e.g., using the model of Equation (5.20), $V_D(p')$ is:

$$V_D(p') = \frac{[z_i - Z_D(p'_D)]^2}{\sigma_D^2} \quad (5.23)$$

Therefore from (5.22) and (5.23) expression (5.21) can be rewritten as

$$U(Z) = \sum_{p' \in \Lambda_Z} \left[ \frac{c_i}{\sigma_S^2} + \frac{[z_i - Z_D(p'_D)]^2}{\sigma_D^2} \right] \quad (5.24)$$

Equation (5.24) can be optimized independently for each random variable of the estimated random field by a Winner-Takes-All (WTA) approach. The WTA approach, for each random variable in $\Lambda_Z$, picks the depth value $z_i$ which maximizes the corresponding energy term in (5.24). Approaches based on independence assumptions consider each random variable of the random field independently and this leads to a lack of global knowledge about the estimated random field. Such approaches, of-
ten called local methods, generally aim at improving the accuracy and the precision of the estimated depth distribution with respect to both the original estimates of $D$ and $S$, without applying any global regularization model. Figure 5.12 reports some results obtained from the local method of [8].
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**Fig. 5.12** Results of the application of the local fusion approach of [8]: a) acquired left color image; b) depth map acquired by the ToF camera; c) estimated depth map after the fusion; d) difference between the depth map acquired by the ToF camera and the depth map estimated by the fusion approach.

### 5.4.2 MRF modeling approaches

Similarly to the case of Section 5.3, also in this case the prior probability $P(Z)$ can be modeled as a Markov-Random-Field (MRF). As previously explained, this model imposes piecewise smoothness to the estimated depth map. In this case $\mathcal{Z}$ is characterized by a Gibbs distribution, and prior $P(Z)$ can be computed as

$$P(Z) \propto \prod_{p' \in \mathcal{Z}} \prod_{p \in N(p')} e^{-V_S(z_i, z_n)}$$

(5.25)
where $z^{i}$ is a realization of $Z^{i} = Z(p^{i})$ and $N(p^{i})$ is a suitable neighborhood of $p^{i}$. Also in this case the MAP problem of (5.17) can be solved by minimizing an energy function $U(Z)$ of the following form:

$$U(Z) = U_{data}(Z) + U_{smooth}(Z)$$

where $U_{data}(Z)$ and $U_{smooth}(Z)$ can be computed according to (5.22) and (5.23) respectively and $V_{smooth}(p^{i}, p^{n})$ forces the piecewise smoothness of depth data.

A typical expression for $V_{smooth}(p^{i}, p^{n})$ is:

$$V_{smooth}(p^{i}, p^{n}) = \min \{ [z^{i} - z^{n}]^2, T_{h}^2 \}$$

in which $T_{h}$ is a parameter not allowing $V_{smooth}(p^{i}, p^{n})$ to take too large values near discontinuities. Note how expression (5.26) differs from (5.12) since in Equation (5.12) the prior term depends only on depth information and the color information affects the smoothness term, while in Equation (5.26) both depth and color enter the data term, as the comparison of Figures 5.9 and 5.13 pictorially hints. Equation (5.26) can be rewritten as

Fig. 5.13 Markov Random Field used for the fusion of data from a depth camera and a stereo system. The data term depends on both depth camera and stereo vision measures.
5.4 Fusion of data from a depth camera and a stereo vision system

\[ U(Z) = \sum_{p' \in \Lambda_Z} \left[ \frac{c_i}{\sigma_i^2} + \frac{[z_i - Z_D(p'_D)]^2}{\sigma_D^2} + \sum_{p'' \in N(p')} \min \{ [z'_i - z''^2] \}, T_h^2 \} \right] \]  
\hspace{1cm} (5.28)

With respect to (5.24), this energy function takes into account both the fidelity with respect to the \( D \) and \( S \) measurements and the smoothness of the estimated depth distribution. The maximization of (5.28) cannot be done independently for each random variable of the random field, but it requires the same techniques used for the maximization of (5.12), e.g., Loopy Belief Propagation or Graph-Cuts.

Examples of techniques based on MRF in order to fuse data from a ToF camera and from a stereo vision system are presented in [30, 29, 31]. Some results from [31] are shown in Figure 5.14. This kind of approaches allows to improve the accuracy and the precision of the range camera and of the stereo vision measurements thanks to the regularization due to the smoothness term and to obtain a final depth estimate at the high spatial resolution of the stereo vision data.

\[ \text{Fig. 5.14} \text{ Results of the application of the global fusion approach of [31] (courtesy of the authors): a) acquired left color image; b) depth map acquired by the ToF camera and interpolated; c) depth map produced by the stereo vision algorithm; d) depth map after application of the fusion algorithm.} \]
5.5 Conclusion and further reading

The fusion of data from sensors of different nature is a classical problem well formalized in [12]. This chapter addresses the specific case of the fusion of data from a range camera and one or two color cameras. The fundamental instruments for treating these two problems are the bilateral filter [25] and the Markov-Random-Field (MRF) framework [17, 3]. Other techniques, such as non-local means filter [15, 6] and Conditional-Random-Fields (CRF) [26] have also been adopted in this context. Examples of the main methods for depth super-resolution through the fusion of data from a range camera and a standard color camera are in [28, 10, 9, 15, 20, 14], and examples of the main approaches for the fusion of data from a range camera and a stereo vision system are in [30, 29, 31, 8, 27, 16, 11, 28]. In general it can be said that data fusion by either local or global approaches improves the accuracy and the precision of both depth camera and stereo measurements. The spatial resolution of the fused data may be either the high resolution of the stereo data or the low resolution of data from the depth camera. Global approaches allow to obtain better results at the expenses of a computational load increase.

A deep understanding of the methods proposed for the fusion of range camera and stereo data requires awareness of the current stereo vision methods. A fundamental component of the MRF approaches is the optimization of the global energy typical of this kind of problems. Such minimization can be done by Loopy-Belief-Propagation (LBP) [2], by Graph-Cuts (GC) [5, 4] or by other algorithms. A comprehensive survey of optimization algorithms suitable to this kind of problems can be found in [24].
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Detecting the regions of the various scene elements is a well-known computer vision and image processing problem called \textit{segmentation}. Scene segmentation has traditionally been approached by way of (single) images, since they are the most common way of representing scenes. Despite the huge amount of research devoted to this task and the great number of adopted approaches \cite{23}, some of which based on powerful techniques such as graph-cuts \cite{12} and mean-shift clustering \cite{8, 21}, image segmentation, i.e., scene segmentation by means of color information alone, remains a very challenging task. This is due to the fact that image segmentation is an ill-posed problem essentially because color data do not always contain enough information to disambiguate all the scene objects. For example, the segmentation of an object in front of a background of very similar color remains a very difficult task even for the best segmentation algorithms. Also objects with very complex texture patterns are difficult to segment, specially if the statistics of their texture is similar to that of the background.

Depth information is a very useful clue for scene segmentation. Segmentation based on depth data usually provides better results than image segmentation because depth information allows to easily divide near and far objects on the basis of their distance from the depth camera. Furthermore, it does not have issues related to object and background color and it can easily handle objects with complex texture patterns. Unfortunately, some scene configurations are critical also for depth information, for example the case of two objects touching each other. Until now, segmentation by means of depth information has received limited attention due to the fact that depth data acquisition was a difficult task, but the introduction of ToF sensors and of the Kinect$^\text{TM}$ are making this task much easier.

Standard image segmentation methods can be easily applied to the depth maps produced by ToF cameras or by the Kinect$^\text{TM}$, but some intrinsic data limitations must be taken into account. First of all, the current resolution of these devices limits the precision of the segmented objects contours. Furthermore, there are scene situations more suited to be handled by depth information and others more suited to color information. For all these reasons the joint usage of color and depth data seems the best scene segmentation option. This chapter assumes color and depth
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data relative to the same viewpoint, obtained by acquisition setups with calibration and reprojection procedures of the kind introduced in Chapter 4 in order to register color and depth data.

Video matting, i.e. the task of dividing foreground objects from the scene background, is a problem strictly related to scene segmentation with practical relevance in many applications, e.g., film-making, special effects, 3D video, etc.. Considerable research is devoted to this particular task. This chapter in Section 6.1 addresses first the use of ToF cameras and KinectTM in video matting and then in Section 6.2 in the more general problem of scene segmentation.

6.1 Video matting by color and depth data

Video matting has always been an important task in film-making and video production, but in spite of a considerable research activity and of the existence of various commercial products it remains a challenging task. Accurate foreground extraction is feasible by using a cooperative background, but if the background is not controllable and, for instance, it includes colors similar to the ones of the foreground or moving objects, video matting becomes rather difficult. The video matting problem can be formalized [18] by representing each pixel $p_i$ in the observed color image $I_C$ as the linear combination of a background color $B(p_i)$ and a foreground color $F(p_i)$ weighted by the opacity value $\alpha(p_i)$, i.e.:

$$I_C(p_i) = \alpha(p_i)F(p_i) + [1-\alpha(p_i)]B(p_i)$$

(6.1)

where $\alpha(p_i) = 1$ for foreground pixels and $\alpha(p_i) = 0$ for background pixels. If we constrain $\alpha$ to assume only 0 or 1 values, the problem is reduced to a binary segmentation task. Many methods also allow fractional $\alpha$ values in order to handle transparent objects and pixels close to the edges that include in their area both foreground and background elements.

The set made by the $\alpha(p_i)$ values of the whole image is called alpha matte and its estimate is called matting problem. It can be easily seen that it is an underconstrained problem. Assuming the use of a standard three-dimensional color space, for each pixel there are seven unknowns (the $\alpha$ value, and three components of each foreground and background color vector) and only three known values (i.e., the color of the observed image). Standard matting approaches adopt assumptions on background and foreground image statistics and on the user input in order to further constrain the problem. Quite clearly depth cameras may bring further distance data which may be rather valuable for its solution. Foreground objects, in fact, have the basic property of being closer to the camera than the background ones and can be then easily detected by depth information. This explains why video matting is one of the key applications of ToF cameras.

The analysis of the objects depth allows to easily separate background and foreground (even by a simple thresholding of the depth values) within the already under-
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lined limitations of depth cameras. In particular, it is very hard to precisely locate the edges between the two regions from depth data alone, because of the limited resolution of ToF cameras, the edge artifacts introduced by many ToF cameras (and by the Kinect\textsuperscript{TM}). If the depth cameras are assisted by standard cameras a further constraint derives from the limited accuracy of the calibration between the depth camera and the high quality color camera used for video acquisition (usually the target is the matting of the video stream of the color camera). Moreover, as already shown in Chapter 5, the depth camera and the color camera have slightly different optical centers, therefore some background regions visible from the color camera may be occluded from the depth camera point of view and a depth-to-color value association may not be feasible.

A common approach in order to deal with the above issues in the matting context is building a trimap from depth information, i.e., dividing the image into a foreground, a background and an uncertainty region. The uncertainty region usually corresponds to the areas near the edges between foreground and background (as shown in Figure 6.1). Standard matting algorithms typically build a trimap under some kind of human supervision, but the availability of depth information allows to solve this task automatically, which is a major advantage for practical applications. The simplest approach for obtaining a trimap is to first threshold the depth map and then erode the foreground and background regions in order to remove the pixels near the boundary. The uncertainty region is usually given by the eroded samples and by the samples without depth value either because of occlusions or because it was not provided by the depth camera. The trimap computation can also include further clues, if available; for instance, the ToF camera confidence map can be used to include also pixels with low confidence depth values in the uncertainty region.

Fig. 6.1 Example of matting trimap: a) depth map acquired by the ToF camera; b) color image acquired by the video camera; c) trimap computed from depth information with black, white and gray pixels referring to foreground, background and uncertainty region respectively.

Another possibility for trimap computation \cite{9} is to assign each sample a probability of being foreground which does not depend from its own depth only but also from the depth of the pixels around it. In this approach each pixel $p'$ is first assigned a probability of being foreground $P_{fg}(p')$ on the basis of the corresponding depth value. The pixels without an associated depth values usually receive a low $P_{fg}$ score in order to model the fact that occluded pixels usually belong to the background.
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Although the lack of a depth measurement may also derive from other causes. Then the likelihood of each pixel being foreground or background is computed as a weighted average of the probabilities of the pixels around it, according to

$$P_{fg}(p_i|W) = \frac{1}{\sum_k w(p_k)} \sum_{p^n \in W_i} w(p^n) P_{fg}(p^n)$$ (6.2)

where $W_i$ is a rectangular window around $p_i$ and $w(p^n)$ are weights usually giving more relevance to the pixels closer to $p_i$. A Gaussian function is a common choice for weights $w(p^n)$. Note how (6.2) assigns likelihood values close to 0 or 1 to the pixels of the background or foreground regions respectively, and intermediate likelihood values to the pixels near edges. Two thresholds $T_l$ and $T_h$ can be used to assign the samples to foreground, background or uncertainty region, i.e.,

$$p_i \in \begin{cases} 
\text{foreground} & \text{if } P_{fg}(p_i|W) > T_h \\
\text{background} & \text{if } P_{fg}(p_i|W) < T_l \\
\text{uncertainty region} & \text{if } T_l \leq P_{fg}(p_i|W) \leq T_h
\end{cases}$$ (6.3)

As expected, the critical issue for this family of approaches is how to subsequently assign the pixels of the uncertainty region to the background or foreground. As already seen for depth super-resolution in Chapter 5, a possible solution is to apply cross bilateral filtering to the alpha matte, as for the super resolution case [9] seen in Section 5.2, i.e.,

$$\alpha_f(p_i) = \frac{1}{n_f} \sum_{p^n \in W_i} G_s(p_i, p^n) G_r(I(p_i), I(p^n)) \alpha(p^n)$$ (6.4)

where $W_i$ is a rectangular window around $p_i$, $n_f$ is a normalization factor defined as in (5.3), and $G_s$ and $G_r$ are the spatial and range Gaussian weighting functions introduced in Section 5.2. Note that this approach can be used either to filter the existing alpha matte or to assign an $\alpha$ value to the samples without a depth value because of occlusions or missing data in the ToF or Kinect$^\text{TM}$ acquisitions. For the purpose of handling missing data, $W_i$ can be defined as the set of window samples with a valid $\alpha$ value (i.e., if the trimap is computed by thresholding depth information, the valid pixels are the ones with an associated depth value). Figure 6.2 shows an example of alpha matte computed by the method of [9] that is based on this approach.

Another possibility is to associate to each image pixel a 4D vector $I_{C,Z}(p') = [R(p'), G(p'), B(p'), Z(p')]$ with depth as fourth channel to be added to the three standard RGB color channels, and then apply standard matting techniques originally developed for color data to $I_{C,Z}(p')$. For example, Wang et al. [27] extend the Bayesian matting scheme originally proposed in [6] for color images by introducing the depth component in the probability maximization scheme. Another interesting idea, also proposed in [27], is weighting the confidence of the depth channel on the basis of the estimated $\alpha$ value in order to give more relevance to the depth of the pixels with $\alpha$ close to 0 or 1 and less relevance to the depth of the pixels in the uncertainty region. This provision takes into account the fact that depth data are less
6.1 Video matting by color and depth data

![Image](image_url)

**Fig. 6.2** Example of matting by the approach of [9] based on bilateral filtering on color and depth data: a) color image; b) depth map; c) trimap computed on the basis of depth information; d) alpha matte computed by joint bilateral filtering on depth and color data (courtesy of the authors).

...reliable on the boundary regions between foreground and background due to low resolution and edge artifacts typical of ToF cameras and of the Kinect™.

Poisson matting [22] can be similarly extended in order to include also depth information. In this approach, the color image is first converted to a single channel representation. As in the previous case, it is possible to represent depth as a fourth channel and to include it in the computation of the single channel representation. However depth information is characterized by sharp edges which have a very strong impact on the gradients used by Poisson matting and in this case the obtained results are very similar to the ones obtained from depth information alone. In [27] a confidence map is first built from the depth map. The confidence map is then used in order to derive a second alpha matte which is combined with the one obtained by Poisson matting. A multichannel extension of Poisson matting is proposed in [25] in order to jointly consider the three color channels and the depth channel.

A different class of approaches for the combined segmentation of depth and color data extends the graph-cut segmentation framework to this particular task. These approaches represent the image as a graph $G = \{V,E\}$ where the graph nodes correspond to the pixels and the edges represent the relationships between neighbor pixels (see Figure 6.3). The matting problem can be expressed as the identification of the labeling that minimizes an energy functional of the form:
\[ U(\alpha) = \sum_{p' \in I} V_d(\alpha(p')) + \sum_{p' \in I} \sum_{p \in N(p')} V_d(\alpha(p'), \alpha(p')) \] (6.5)

It is important to note that these approaches do not allow fractional \( \alpha \) values and \( \alpha(p') \in \{0, 1\} \) are binary labels assigning each pixel either to the foreground or to the background. The data term \( V_d \) of (6.5) models the likelihood that a pixel belongs to the foreground or to the background. It is typically the sum of two terms, one depending on color and one depending on depth, i.e.,

\[ V_d(\alpha(p')) = V_{d,\text{col}}(\alpha(p')) + \lambda V_{d,\text{depth}}(\alpha(p')) \] (6.6)

where the color term \( V_{d,\text{col}} \) can be simply the distance between the pixel color and the mean foreground or background color as in [1] and the depth term \( V_{d,\text{depth}} \) can be modeled in a similar way. However \( V_{d,\text{depth}} \) must take into account that foreground pixels usually lie at a similar distance from the camera, instead the background pixels can be at different distances from it, as common in complex scenes. In [1] this issue is handled by considering the depth term for foreground pixels only. Better results can be obtained by more complex models of the foreground and background likelihoods. Figure 6.4 shows some results obtained by the approach of [26] that models the two likelihoods as Gaussian Mixture Models (GMM).

Another key issue is that color and depth lie in completely different spaces and it is necessary to adjust their mutual relevance. The proper setting of the weighting constant \( \lambda \) is a challenging task that can be solved through adaptive weighting strategies. In [26] the weights are updated on the basis of the foreground and background color histograms along the spatial and temporal dimensions.

![Fig. 6.3 Structure of the Markov Random field used in joint depth and color matting.](image-url)
The smoothness term $V_s$ of (6.5) can be built in different ways. In standard graph-based segmentation and matting approaches based on color information only it usually forces a smoothness constraint in the color domain within each segmented region. In the case of color and depth information the same constraint can be adapted to the depth domain, for instance by an exponential function of the color and depth differences such as:

$$V_s(\alpha(p^i), \alpha(p^n)) = |\alpha(p^i) - \alpha(p^n)| e^{-\frac{\delta(I_C(p^i), I_C(p^n))^2}{2\sigma_c^2}} e^{-\frac{|Z(p^i) - Z(p^n)|^2}{2\sigma_z^2}}$$

(6.7)

where $\sigma_c$ and $\sigma_z$ are the standard deviations of the color and depth data noise respectively, $I_C(p^i)$ and $I_C(p^n)$ are the color values of the considered samples and $Z(p^i)$ and $Z(p^n)$ their depth values. The $\delta$ function can be any suitable measure of the color difference between the two samples.

The energy functional $U(\alpha)$ of (6.5) can be minimized by efficient graph-cuts optimization algorithms [3] with the methods seen in Section 5.3.

Fig. 6.4 Joint depth and color matting by the graph-cut based method of [26] on two different scenes: a) color image; b) depth map; c) extracted foreground (courtesy of the authors).

6.2 Scene segmentation by color and depth data

Scene segmentation is a more general problem than matting where the target is the extraction of the different regions of the framed scene. There are a number of approaches to exploit depth data in this task. The first one is treating the depth map as a grayscale image and applying standard image segmentation techniques to it. This approach gives good results in particular with state of the art segmentation techniques such as [12] and [8].
Depth data are simpler to segment than color images because edges are sharp and well defined and there are no issues due to complex color and texture patterns. However, there are situations that cannot be easily solved from depth data alone, such as the case of close or touching objects. Figure 6.5 shows a comparison between standard color segmentation and depth segmentation performed by representing depth maps as images and using standard image segmentation techniques on them (both segmentation types are computed by the state-of-the-art method of [8]). Figure 6.5 confirms that depth segmentation is not affected by complex texture patterns and in general it gives reasonable results, but some critical artifacts remain. For example, note how segmentation by means of depth data alone cannot divide the two people that can instead be easily recognized from the color image (compare Figure 6.5b and 6.5d). Moreover, image segmentation techniques do not consider the three dimensional structure behind depth data with various consequent artifacts. For instance, long uniform structures spreading across a wide range of depth values are typically divided in several regions instead of being recognized as a single object (e.g., the slanted wall in Figure 6.5d).

![Fig. 6.5 Comparison of color segmentation and depth data segmentation: a) color image acquired by the standard camera; b) segmentation of the color image by [8]; c) depth map acquired by a ToF camera; d) segmentation of the depth map by [8].](image)

Better results can be achieved by taking into account the 3D structure inherent depth data in order to take advantage of 3D clues for segmentation. Furthermore,
the color information coming from the ToF amplitude image\(^1\) or from an associated color camera can be used to improve segmentation accuracy. A way of leveraging on the 3D structure of depth data is representing depth data as a 3D point cloud and then applying segmentation techniques developed for this kind of data. Man-made objects usually feature sets of planar surfaces and the recognition of the different planes of the acquired point cloud is a possible depth data segmentation approach [13]. A simple solution to locate the scene planes is to compute the 3D vectors representing the surface normal at each point and then cluster the 3D points on the basis of their normals by a clustering technique, e.g., \(K\)-means or mean-shift clustering [5]. The limit of this approach is that planes with the same orientation but different position are assigned to the same cluster. Different planes with the same orientation can be separated in a subsequent processing step from the distance of the planes from the depth camera.

Segmentation based on joint color and depth information usually outperforms segmentations based on color or depth information only in many applications, as shown in the example of Figure 6.6. It can be implemented in two basic ways. The first way is by performing two independent segmentations one based on color only and the other based on depth only, and then combining together the results according to some suitable criterion. For example in [4] the two segmentations are fused together in an iterative cooperative region merging process.

The second way is by exploiting the two clues at the same time, by selecting image segmentation methods and extending them to include depth data, as seen in video matting. An example of this second way of doing is described next. Many image segmentation methods [8] represent each image pixel as a 5D vector (with three components corresponding to color and the remaining two corresponding to the 2D spatial pixel coordinates) and cluster such vectors by state-of-the-art clustering techniques. This approach can be extended in order to handle both depth and color data. The basic idea, used for example in [2] and [10]\(^2\), is replacing the 2D coordinates of the image pixels with the corresponding 3D coordinates of the depth data and associating to each pixel a 6D vector instead of a 5D vector as in image segmentation. The three vector components representing geometry need to be expressed in a consistent way and the three dimensional point coordinates \(\mathbf{P} = [x', y', z']^T\) ensure this since they belong to the same space. It is also possible to use the 2D pixel coordinates \([u', v']^T\) together with the corresponding depth value \(z'\), but this requires a further normalization between vector \([u', v']^T\) and \(z'\) since they lie in different spaces. It is also necessary to represent color in a uniform color space to ensure the consistency of the three color components, and the CIELab or CIELuv color spaces [7] are the most common choices. In any case, geometry and color information lie in completely different spaces, and they must be normalized for a consistent representation. Assuming the usage of the CIELuv color space and the 3D spatial coordinates \((x, y, z)\), each pixel \(p'\) can be associated to a 6D vector

\[^1\) In the case of Kinect\(^{TM}\), the amplitude image is not very informative about the scene color, since it is dominated by the projected pattern.

\(^2\) This work deals with depth data coming from a stereo vision system, but the approach can be easily fitted to ToF and Kinect\(^{TM}\) data.
Fig. 6.6 Segmentation based on joint color and depth data information vs. segmentation based on color or depth information only: a) color image acquired by the video camera; b) depth map acquired by the ToF camera; c) segmentation based on color information only; d) segmentation based on depth data only; e) segmentation based on joint color and depth data information.

\[ V^i = \begin{bmatrix} L(p^i) & \frac{u(p^i)}{n_c} & \frac{v(p^i)}{n_c} & \frac{x^i}{n_g} & \frac{y^i}{n_g} & \frac{z^i}{n_g} \end{bmatrix}^T \]  \hspace{1cm} (6.8)

with \( L(p^i) \), \( u(p^i) \) and \( v(p^i) \) the L, u and v components of the CIELuv color space at \( p^i \). The normalization factors \( n_c \) and \( n_g \) are critical for a proper comparison of color and depth data and for balancing their mutual relevance. A possible solution [10] is to normalize both color and depth with respect to their standard deviations \( \sigma_c \) and \( \sigma_g \). As expected, it has been experimentally found that the segmentation performances strongly depend on the weights between the two types of clues. For this reason, it is practical to deploy a further weighting term \( \lambda \) directly controlling the relevance of depth information, which for segmentation purposes is usually more reliable. The \( 6D \) vectors \( V^i \) of (6.8) in this case can be rewritten as:

\[ V^i = \begin{bmatrix} \frac{L(p^i)}{\sigma_c} & \frac{u(p^i)}{\sigma_c} & \frac{v(p^i)}{\sigma_c} & \frac{x^i}{\sigma_g} & \frac{y^i}{\sigma_g} & \frac{z^i}{\sigma_g} \lambda \end{bmatrix}^T \]  \hspace{1cm} (6.9)

The proper settings of the weighting factor \( \lambda \) remains critical and its optimal value depends on the scene characteristics. Figure 6.7 shows an example of how the segmentation results depend on the value of \( \lambda \). Any state-of-the-art clustering technique, such as mean-shift [8], [5] or spectral clustering [21], can be used to cluster the set of vectors (6.9) in order to segment the scene.

A possible variant of this approach is to exploit the derivatives or gradients of depth data [24]. This is similar to using the surface normals associated to depth samples in [5] and it has the advantage that it can discriminate close surfaces with different orientations. Unfortunately the gradients are rather sensible to noise and distant surfaces with the same orientation can not be distinguished in this way.

It is finally worth noting how the just introduced clustering-based segmentation approaches can be applied to any general multi-channel representation, i.e., it is possible not only to consider depth or 3D information together with color, but also any other type of further information provided by Kinect\textsuperscript{TM} or ToF cameras, which simply become further components of the multi-dimensional vectors used in the clustering process.
There are two basic approaches for considering multiple clues in segmentation in agreement with the rationale previously followed to implement segmentation based on joint color and depth information. The first approach is to separately consider each clue as proposed in [16], i.e., the scene is first segmented upon each specific clue and the results of all such segmentations are then combined together. The second approach is to consider all the clues at once, for instance in the case of a ToF camera by extending the multi-dimensional representation (6.9) to further components relative to amplitude $A_T$ or intensity $B_T$ and then by clustering the resulting multi-dimensional vectors. Note how the values of the intensity and amplitude $A_T$ and $B_T$ depend on the distance of the acquired points, that is, their values are greater for closer points. This is a rather interesting property for segmentation purposes since it allows to disambiguate objects of the same color at different distances, which is a critical issue for color-based segmentation techniques (e.g., consider the the case of an object in front of a background of similar color).

A critical issue in segmentating ToF data registered with color images is their different resolutions. Kinect™ data have higher resolution than ToF cameras, but still low with respect to that of current color cameras. All the methods presented in this chapter assume the availability of a depth map and a color image of the same resolution. This can be obtained either by the methods described in Chapter 5 in order to have high resolution depth maps or by just subsampling the color image to the (low) resolution of the depth map.

There are also segmentation techniques explicitly handling the different resolution issue. For instance the method of [11] performs first a multi-resolution over-segmentation of the color image and then tries to fit the sparse depth samples inside each segment to a model (e.g., planar or quadratic) of the surface shape. The segments that minimize the fitting error are then selected and used to build an initial segmentation. A region growing and merging strategy also exploiting the sparse depth samples is then used for the final segmentation.
6.3 Conclusion and further reading

Image segmentation is a classical image processing and computer vision problem treated by a vast literature. For a review of the early image segmentation methods see for instance [17], while more recent methods can be found for example in [23]. Among the wide variety of proposed techniques let us recall the clustering based approaches (e.g., [8]), the methods based on graph representations (e.g., [21] and [12]), and the ones based on active contours, watersheds and region splitting and merging. All these methods have been originally developed for color images but can easily be applied to depth maps.

The data acquired by ToF cameras and by Kinect™ can be represented as colored point clouds, therefore current methods developed in the 3D scanning and photogrammetry fields for colored point clouds segmentation, e.g. [19] and [20], can also be adapted to this task.

Finally stereo vision systems are one of the most common sources of depth information and some recent works, e.g. [10], [14] and [15] use depth data from stereo in order to improve segmentation results or try to jointly solve the two problems of stereo depth estimation and segmentation. It is clearly possible to replace the depth data estimated by stereo vision with depth data obtained by ToF cameras or Kinect™ and reuse a large part of the ideas and techniques presented in these works for joint color and depth segmentation.
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Chapter 7
Conclusions

This book offers a number of points of interest. The first is a gentle introduction to the operation of CW ToF cameras and of the Kinect™, the two currently most popular imaging instruments for dynamic scenes capture. The presentation is general enough to apply to the foreseeable evolution of their technologies. This is particularly true for the Kinect™ since Microsoft is very active both in the field of light coding systems, to which the first generation Kinect™ belongs, and in the field of ToF cameras.

The second part of the book focuses on how to get the most from current depth cameras data assisted by one or two color cameras. This requires effective calibration procedures, treated in Chapter 4, and suitable techniques for depth super-resolution and data fusion, treated in Chapter 5. The deterministic super-resolution approaches of Chapter 5 are of particular practical interest, since they can deliver high resolution depth maps with added color information by inexpensive set-up and fast algorithms.

The fusion of depth data obtained by a ToF camera or a Kinect™ with depth data provided by a stereo vision system opens a very wide area (as wide as the literature on stereo algorithms) with intriguing possibilities. Indeed, the synergies between stereo vision systems and ToF cameras or Kinect™ in principle may overcome the various limitations of the single technologies, provided one finds the right recipes for combining stereo data and ToF or Kinect™ data. Chapter 5 offers the instruments for exploring this arena.

This book introduces matting and scene segmentation as application examples of the practical impact of the presented tools and notions, since a proper usage of depth together with color information can bring interesting conceptual contributions to this field together with segmentation tools of significant practical interest. Many other applications could have been considered but were not included for editorial space reasons.

It is worth pointing out a couple of topics which could not be considered in this book, since they are likely to acquire relevance in the near future, namely the study of ToF cameras as MIMO telecommunications systems and the metrological anal-
ysis of the ToF cameras and Kinect™ data characteristics and the usage of ToF cameras and of the Kinect™ in body tracking and gesture recognition.